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O. B. Adeyinka*

G. F. Naterer†

Department of Mechanical and Manufacturing
Engineering,

University of Manitoba,
Winnipeg, Canada, R3T 2N2

Modeling of Entropy Production in
Turbulent Flows
This article presents new modeling of turbulence correlations in the entropy transport
equation for viscous, incompressible flows. An explicit entropy equation of state is devel-
oped for gases with the ideal gas law, while entropy transport equations are derived for
both gases and liquids. The formulation specifically considers incompressible forced con-
vection problems without a buoyancy term in the y-momentum equation, as density varia-
tions are neglected. Reynolds averaging techniques are applied to the turbulence closure
of fluctuating temperature and entropy fields. The problem of rigorously expressing the
mean entropy production in terms of other mean flow quantities is addressed. The validity
of the newly developed formulation is assessed using direct numerical simulation data
and empirical relations for the friction factor. Also, the dissipation (e) of turbulent kinetic
energy is formulated in terms of the Second Law. In contrast to the conventionale
equation modeling, this article proposes an alternative method by utilizing both transport
and positive definite forms of the entropy production equation.@DOI: 10.1115/1.1845551#

1 Introduction
Entropy production characterizes the energy conversion of ther-

mofluid processes, particularly regarding the irreversible degrada-
tion of mechanical energy into internal energy. Viscous dissipation
is a main frictional irreversibility in laminar flows, but other less
understood irreversibilities arise with fluid turbulence. Such pro-
cesses have significance in various engineering applications, rang-
ing from flow losses in turbines to reduced effectiveness of mi-
croelectronics cooling. Sciubba@1# outlines local entropy
production contours for turbomachinery design improvements.
Past numerical studies of entropy production in two-dimensional
laminar flows by Adeyinka and Naterer@2# have outlined the sig-
nificance of the apparent entropy production difference, when ana-
lyzing convective heat transfer. A detailed review of past advances
regarding entropy and the Second Law in CFD~computational
fluid dynamics! has been presented by Naterer and Camberos@3#.

The earliest documented effort to develop a numerical model
for turbulent entropy production was outlined by Moore and
Moore @4#. The Moore model assumes that turbulent fluctuations
of the heat flux and viscous dissipation in the positive definite
entropy equation can be modeled by adding a turbulent conduc-
tivity and turbulent viscosity to the molecular conductivity and
viscosity, respectively. The Moore model has been applied to the
prediction of the mean local entropy production in a bent elbow
duct @5#, a plane turbulent oscillating jet@6#, and a jet impinging
on a wall @7#. But Kramer-Bevan@8# has shown that the Moore
model exhibits certain inconsistencies for confined flows with
small temperature gradients close to the wall, where the produc-
tion of turbulent kinetic energy is not equal to the dissipation of
turbulent kinetic energy. Furthermore, other assumptions lead to
difficulties when generalizing the formulation. For example, the
model assumes that the production of temperature fluctuations is
equal to their dissipation. Also, the viscous dissipation fluctuation
is assumed to be equal to the production of turbulent kinetic en-
ergy. These shortcomings are addressed through revised modeling
of the turbulence correlations in this article.

The viscous dissipation term may be neglected in the energy

equation when computing the mean entropy generation based on
the Moore model@4#, as the evaluation depends on the velocity
and temperature fields. Under certain flow conditions, previous
studies have shown that CFD codes can accurately predict veloc-
ity and temperature fields when viscous dissipation is neglected.
However, the viscous dissipation cannot be generally neglected
when using the STTAss~small thermal turbulence assumption;
@8#!. In the STTAss model, it is assumed that the fluctuating com-
ponent of temperature is small compared to the mean temperature,
so the fluctuating temperature in the entropy transport equation
can be simplified with Taylor series expansions. Those expansions
are truncated after the linear terms, thereby yielding a reduced
form of mean entropy production equation. But the spatial varia-
tion of the fluctuating temperature is required to accurately ac-
count for the convection of entropy in the flow. It has been shown
that the transport equation model becomes inaccurate for laminar
flow in the center of an adiabatic duct, where small temperature
gradients may cause a cancellation@8#.

Previous studies by Jansen@9# and Hauke@10# have extended
entropy-based stability analysis to turbulent flows. Jansen showed
that the exact Navier-Stokes equations for compressible flow
could lead to an entropy inequality, through a linear combination
of equations@9#. The resulting entropy expression was modeled
under the assumption that the fluctuating temperature component
is much smaller than the mean temperature. A modified specific
entropy was also introduced. The study determined what con-
straints the Second Law places on the modeling of the averaged
equations by linking entropy production to their solution vari-
ables.

This article extends past Reynolds averaging techniques for the
momentum and scalar transport equations, to the Second Law for
turbulent flows. The formulation requires instantaneous values of
the velocity and temperature fields. In order to express the mean
entropy generation explicitly in terms of other mean flow quanti-
ties, a closure problem is encountered, similarly as the evaluation
of Reynolds stresses in the momentum equations. To our knowl-
edge, there are no existing empirical/numerical Second Law clo-
sure models based fully on mean quantities from the conservation
equations. This article addresses this shortcoming, while develop-
ing an alternative closure. Also, a new correlation for the fluctu-
ating temperature and entropy production is derived. Furthermore,
this article seeks to develop an alternative interpretation and
model for the dissipation of turbulent kinetic energy, based on the
Second Law.
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2 Formulation of Entropy Production
In tensor form, the entropy balance for an open system, subject

to mass fluxes and energy transfer across a fixed control surface,
may be written as

]S

]t
1

]Fi

]xi
[ Ṗs>0 (1)

whereṖs is the entropy production rate andS5rs represents the
entropy per unit volume. Also, the component of the entropy flux
in the xi direction,Fi , may be expressed in terms of the velocity
component and heat flux in that direction,v i andqi , as follows:

Fi5rv is1
qi

T
(2)

Equation ~1! represents the entropy transport equation. In this
form, the rate of entropy accumulation in the control volume is
balanced by the net convection of entropy, entropy transfer asso-
ciated with heat flow, and non-negative entropy production. Un-
like the conservation of energy equation, the entropy transport
equation involves an inequality, which stipulates that the rate of
entropy generation must be non-negative in all thermodynamic
systems.

The specific entropys in the flux term of Eq.~1! can be ob-
tained from the Gibbs equation as follows:

ds5
1

T
de1

p

r2T
dr (3)

wheree is the internal energy per unit mass,r represents density,
andp is pressure. Integration of the Gibbs equation gives

Ds5E
Tr

Ts

cv

dT

T
1E

rr

rs p

r2T
dr (4)

where the subscriptsr and s denote a specified initial~or refer-
ence! state and the current state, respectively. The variablecv
represents the specific heat at constant volume, which will be
assumed to be constant. The impact of this constant specific vol-
ume assumption is that the formulation is limited to liquid flows
or incompressible gas flows over small to moderate temperature
ranges. This assumption applies to explicit evaluation of entropy
in the entropy equation of state, but not upcoming transport equa-
tions for evaluating spatial variations of the entropy production
rate.

For an incompressible fluid, Eq.~4! becomes

Ds5s2sr5cv lnS Ts

Tr
D (5)

For an ideal gas,

s5cv lnS Ts

Tr
D2R lnS rs

r r
D1sr (6)

Substituting the ideal gas law into Eq.~6!,

s5cv ln
~ps /pr !

~rs /r r !
g 1sr5cv lnS p*

r* gD1sr (7)

whereg is the ratio of specific heats.
When combined with the Gibbs equation, the entropy transport

equation provides a way of calculating the local entropy genera-
tion for an open system. Alternatively,Ṗs can be formulated as
@11#

Ṗs5
k

T2 S ]T

]xi
D 2

1
t i j

T

]ui

]xj
>0 (8)

wherek is the thermal conductivity. Also,t i j is the viscous stress
arising from velocity gradients in the fluid motion, i.e.,

t i j 5mF S ]ui

]xj
1

]uj

]xi
D2

2

3

]uk

]xk
d i j G (9)

In Eq. ~9!, m and d i j refer to dynamic viscosity and Kronecker
delta, respectively. The divergence terms in Eq.~9! will vanish
due to the assumption of incompressibility.

In Eq. ~8!, Fourier’s Law has been used to represent heat con-
duction. Also, a Newtonian fluid is assumed for the viscous stress
term. Based on these models, Eq.~8! is a positive definite expres-
sion for the entropy generation rate, since it represents a sum of
squared terms@12#. TemperatureT is expressed in absolute
~Kelvin! units. The positive definite equation applies to both com-
pressible and incompressible Newtonian fluids. In Eq.~8!, the first
term represents entropy generation due to heat transfer across a
finite temperature difference, while the second term represents the
local entropy generation due to viscous dissipation~i.e., degrada-
tion of mechanical energy into internal energy due to shear ac-
tion!.

3 Reynolds Averaged Entropy Transport Equations
For turbulent flows, the Reynolds averaged entropy equation

can be obtained after combining the positive definite and entropy
transport equations. The resulting combined expression, called the
Reynolds averaged Clausius-Duhem equality@9,10# is written as
follows:

]

]t
~r s̄!1

]

]xi
Frūi s̄1rui8s82

k

T

]T

]xi
G5

k

T2 S ]T

]xi
D 2

1
t i j

T

]ui

]xj
(10)

where the overbar~i.e., s̄) and prime~i.e., s8) notations refer to
mean and fluctuating components associated with the Reynolds
averaging, respectively.

SinceT andui ~and consequently the viscous dissipation term!
have mean and fluctuating components appearing in the denomi-
nator and numerator, modeling of Eq.~10! becomes highly com-
plex. It becomes difficult to explicitly express the mean entropy
production in terms of other mean flow variables alone. Two past
approaches for expressing the mean entropy production are briefly
addressed below.

A Separate Time Averaging. In the first approach, the two
sides of Eq.~10! are averaged seperately. For the entropy transport
equation, Reynolds averaging yields

Ṗs5
]

]t
~r s̄!1

]

]xi

~rūi s̄1rui8s8!1k
]

]xi

lnF T̄S 11
T8

T̄
D G>0

(11)

The first term in Eq. ~8! can be simplified by substituting
](ln T)/]xi for (]T/]xi)/T before time averaging. The time aver-
aged positive definite entropy equation becomes

Ṗs5k
]

]xi
~ ln T!

]

]xi
~ ln T!1k

]

]xi
~ ln T!8

]

]xi
~ ln T!81mH S 1

TD
3F S ]ūi

]xj
1

]ū j

]xi
D ]ūi

]xj
G J 1mH S 1

TD F S ]ui8

]xj
1

]uj8

]xi
D ]ui8

]xj
G J

12m
]ūi

]xj
S 1

TD 8 ]ui8

]xj
1m

]ūi

]xj
S 1

TD 8 ]uj8

]xi
1m

]ū j

]xi
S 1

TD 8 ]ui8

]xj

1mH S 1

TD 8F S ]ui8

]xj
1

]uj8

]xi
D ]ui8

]xj
G J >0 (12)

A close examination of Eq.~12! reveals the physical processes
leading to entropy production in turbulent flow. The first two
terms on the right side are entropy production terms due to ther-
mal fluctuations and transport. The terms in the first squared
brackets represent the entropy production due to mean viscous
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effects. The terms in the second squared brackets represent en-
tropy produced due to the dissipation of turbulent kinetic energy.
The terms in the last squared brackets represent the mechanism of
entropy produced by the interaction of fluctuating viscous effects
and temperature fluctuations. The remaining terms represent the
conversion of entropy production, due to mean viscous effects, to
entropy production due to fluctuating viscous-temperature effects
and back.

By defining the mean viscous stress and the fluctuating viscous
stress, respectively, as

t̄ i j 5mF S ]ūi

]xj
1

]ū j

]xi
D G (13)

t i j8 5mF S ]ui8

]xj
1

]uj8

]xi
D G (14)

then Eq.~12! becomes

Ṗs5k
]

]xi
~ ln T!

]

]xi
~ ln T!1k

]

]xi
~ ln T!8

]

]xi
~ ln T!81S 1

TD t̄ i j

]ūi

]xj

1S 1

TD t i j8
]ui8

]xj
1 t̄ i j S 1

TD 8 ]ui8

]xj
1

]ūi

]xj
S 1

TD 8
t i j8 1S 1

TD 8
t i j8

]ui8

]xj
>0

(15)

Modeling of this equation is considered to be more complicated
than modeling of the standard turbulent kinetic energy equation.
No models exist at the present time~to our knowledge! for the
correlations involving the (1/T)8 terms. Any such correlations
would be difficult to validate and/or measure with a degree of
accuracy.

B Combined Time Averaging. Modeling of the mean en-
tropy generation can be simplified by the following approach,
whereby the Clausius-Duhem equality is averaged. The left side
of Eq. ~8! is multiplied by temperature to give

TṖs5
k

T S ]T

]xi
D 2

1t i j

]ui

]xj
(16)

Kramer-Bevan@8# presented a derivation of the time averaged
form of Eq. ~16!, with the following result:

T̄P̄̇s1T8Ṗs85k
]

]xi
~ ln T!

]T̄

]xi
1k

]

]xi
~ ln T!8

]T8

]xi

1 t̄ i j

]ūi

]xj
1t i j8

]ui8

]xj
(17)

In Eq. ~17!, the physical processes of conversion of entropy
production, arising from mean viscous effects, to entropy produc-
tion due to fluctuating viscous/temperature effects have been cap-
tured in theT8Ṗs8 correlation. Other terms remain as previously
described for Eq.~12!. This equation seems to be more straight-
forward than Eqs.~11! and ~12!, provided that suitable empirical
models can be developed for theT8Ṗs8 and thermal gradient cor-
relations. Kramer-Bevan@8# proposed a closure approximation for
a subset of possible flow fields by using a small thermal turbu-
lence assumption~STTAss!. A detailed discussion of the STTAss
will be given in an upcoming section. At this time, no model
exists for theT8Ṗs8 correlation~to our knowledge!. The following
section attempts to provide such modeling.

C Fluctuating Temperature and Entropy Production Cor-
relation. In order to derive a general, combined time averaged
equation for the mean entropy generation, theT8Ṗs8 correlation
was modeled after multiplying both sides of the entropy transport
equation, Eq.~1!, by T. Then, time averaging is performed to
yield

T̄P̄̇s1T8Ṗs85T̄F ]

]t
~r s̄!1

]

]xi

~rū j s̄1ru8s8!

1k
]

]xi

lnF T̄S 11
T8
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D G G1T8

]

]xi

~rui8s̄!

1T8
]

]xi

~rūis8!1T8
]

]xi

~rui8s8!

1kT8
]

]xi

lnF T̄S 11
T8

T̄
D G (18)

By comparing Eq.~11! with Eq. ~18!, it can be shown that

T8Ṗs85T8
]

]xi

~rui8s̄!1T8
]

]xi

~rūis8!1T8
]

]xi

~rui8s8!

1kT8
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]xi

lnF T̄S 11
T8
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Using the chain rule of calculus

T8Ṗs85rT8ui8
] s̄

]xi
1r s̄T8

]ui8

]xi
1rT8s8

]ūi

]xi
1rūiT8

]s8

]xi

1T8
]

]xi
~rui8s8! (20)

1kT8
]

]xi

lnF T̄S 11
T8

T̄
D G (21)

By assuming incompressibility, the mean and instantaneous ve-
locity fields are solenoidal and Eq.~21! reduces to

T8Ṗs85rT8ui8
] s̄

]xi

1rūiT8
]s8

]xi

1T8
]

]xi

~rui8s8!

1kT8
]

]xi

lnF T̄S 11
T8

T̄
D G (22)

This equation for theT8Ṗs8 correlation is a new result for turbulent
incompressible flow. It is considered that all terms in this equation
can be more readily determined than the past formulations. The
following section considers such modeling of terms in Eq.~22!.

4 Eddy Viscosity Models of Mean Entropy Production
A few simplified models, based on the solution of the Reynolds

averaged Navier Stokes equations and an eddy viscosity for mean
entropy generation, have been documented in past literature
@4,5,7,8#. The linear eddy viscosity model assumes a Boussinesq
relationship between the turbulent stresses~or second moments!
and the mean strain rate tensor through an isotropic eddy viscos-
ity. Although these models attempt to minimize complexity, it is
difficult to ascertain if the essence of relevant irreversibilities has
been captured with sufficient accuracy, due to the lack of experi-
mental data. It should be noted that no relevant experimental data
regarding these turbulence correlations of entropy production has
been measured and reported in the literature~to our knowledge!.

Moore and Moore@4# suggest the following correlations for
mean entropy production, thermal diffusion and viscous dissipa-
tion, respectively:
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]xj

1t i j8
]ui8
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(23)

kS ]T8

]xi
D 2

5ktS ]T̄

]xi
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(24)

t i j8
]ui8

]xj
5

m t

m
t̄ i j

]ūi

]xj
(25)

In Eqs.~24! and~25!, kt andm t denote the turbulent molecular
conductivity and the turbulent molecular viscosity, respectively.
This model misses most of the correlation in Eq.~17!, due to the
assumption that the temperature fluctuations are small compared
to the mean temperature. Unfortunately, there is no experimental
or theoretical evidence to verify that the missing terms are suffi-
ciently small for all turbulent flows, under a range of flow condi-
tions.

Due to these inconsistencies, particularly close to the wall,
Kramer-Bevan proposed a different physically based model for
the viscous dissipation correlation@8#, i.e.,

t i j8
]ui8

]xj
5 ẽ (26)

whereẽ is the ‘‘true’’ dissipation of turbulent kinetic energy. The
definition of ẽ differs from the definition of dissipation of turbu-
lent kinetic energy in the standardk2e model ~documented in
Ref. @12#!. The final improved model becomes

T̄P̄̇s5
k1kt

T̄
S ]T̄

]xi
D 2

1 t̄ i j

]ūi

]xj

1 ẽ (27)

In contrast to the Moore model, which uses the positive definite
entropy equation, the small thermal turbulence model is based on
time averaging of the entropy transport equation. It assumes that
the fluctuating component of temperature is small compared to the
mean temperature. In formulating this model, the fluctuating tem-
perature in Eq.~11! is replaced by a Taylor series expansion of
those functions. The expansions are truncated after the linear
terms, thereby yielding the following equations for mean entropy
production and mean specific entropy@8#:

Ṗs5
]

]t
~r s̄!1

]

]xi
F rūi s̄2

1

T̄
S cvm t

Prt

1kD ]T̄

]xi
G>0 (28)

s̄5sr1cv ln
T̄s

Tr
2R ln

rs

r r
(29)

The turbulent Prandtl number Prt arises in Eq.~28! because the
entropy-velocity correlation has been modeled with a Reynolds
analogy. Under the STTAss, extra terms arise in the entropy trans-
port equation, with an increase in the diffusion term. This is
equivalent to adding an effective diffusivitycvm t /Prt to the ther-
mal diffusivity in the laminar model.

5 Turbulence Modeling With the Second Law
The exact equation for the dissipation of turbulent kinetic en-

ergy~TKE! is useful to understand the meaning and importance of
various terms, but usually it cannot be rigorously modeled in its
full detailed form @13#. Modeling of the exact equation is tradi-
tionally carried out by drastic simplification and it usually in-
volves a laborious empirical determination of five or more closure
coefficients. This section attempts to obtain the dissipation of
TKE using the Second Law under the STT Assumption. In this
approach, the local entropy production in convection dominated
flow can be computed based on mean quantities~velocity and
temperature! obtained from the solution of the RANS equations,
using both the transport and positive definite forms of the entropy

equation. Since the dissipation of TKE~denoted bye! appears in
the positive definite mean entropy production equation, it is an-
ticipated that its local value can be computed throughout the flow
domain by the Clausius-Duhem equation, Eq.~10!. A formulation
for the proposed model is presented for the eddy viscosity and
second moment turbulent closure.

Combining Eqs.~11!, ~17!, and ~22! we obtain the following
combined entropy equation for turbulent flow:
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2T8
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~rui8s8!
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lnF T̄S 11
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D G (30)

The fourth term on the right side of Eq.~30! represents the
dissipation of turbulent kinetic energy. This term, callede, can be
interpreted as a physical mechanism by which exergy (TṖs) is
destroyed in turbulent flow. This view agrees with the traditional
interpretation that associatese with the rate at which turbulent
kinetic energy is converted to internal energy in the flow. The
terms after the second equality in Eq.~30! reveal the physical
processes leading to exergy destruction in turbulent flow. The total
exergy destroyed in turbulent flow is the sum of the exergy de-
stroyed due to irreversible heat transfer~terms 1, 2, and 8!, vis-
cous dissipation~terms 3 and 4!, turbulent enthalpy transfer~term
5!, and the work done by fluctuating temperature against turbulent
entropy transfer by mass exchange~term 6 and 7!. All of these
irreversible processes dissipate useful mechanical energy into less
useful internal energy.

It is important to note that Eq.~30! re-emphasizes the impor-
tance of maintaining the positivity ofe in numerical simulations.
The time-averaged entropy equation does not shed much light, in
regards to modeling ofe, except when simplified by the small
thermal turbulence assumption. Complete modeling of the
Clausius-Duhem equation can only be achieved through experi-
ments, for calibrating closure coefficients when approximating the
nonlinear fluctuating terms. Two approaches~linear eddy viscosity
and differential second moment~DSM! closures! will be de-
scribed for modeling and simplification of Eq.~30!.

A Linear Eddy Viscosity Closure. The terms in the time
averaged entropy equation, Eq.~30!, can be determined from a
linear eddy viscosity model as follows~see appendix!,
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(31)
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The left side of Eq.~31! was developed from the entropy trans-
port equation on the left side of Eq.~1!. That expression must
equal the positive definite rate of entropy production from the
Second Law in Eq.~8!, which becomes the right side of Eq.~31!.
On the left side of Eq.~31!, the terms represent the transient
change of mean entropy~first term! and the transport of entropy
by mass and heat flow~second term in square brackets!. On the
right side of Eq.~31!, the terms refer to entropy production asso-
ciated with thermal molecular and turbulent diffusion of the mean
temperature field~first term in square brackets!, viscous dissipa-
tion of the mean velocity field~second term!, and irreversibilities
in dissipation of turbulent kinetic energy~third term!. Within the
braces, the terms represent entropy production corresponding to
irreversible temperature fluctuations~first and second terms! and
irreversible interactions between fluctuating velocity and tempera-
ture fields~remaining terms!.

It is viewed that the individual terms in braces can be obtained
through the following correlation governing the dynamics ofT82

~Tennekes, Lumley@14#!, i.e.:

ūi
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2
ui8T822a
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2 D G2ui8T8
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2aS ]T8

]xi
D 2

(32)

wherea is the thermal diffusivity.

B Differential Second Moment „DSM… Closure. The dif-
ferential second moment closure directly solves the transport
equations for the Reynolds stresses in the momentum equation.
This approach is used to obtain the scalar fluxes in turbulent flow,
involving the transport of passive scalars. The computed turbulent
heat flux,T8u8 and Eq.~A1! can then be used directly in Eq.~30!
to give
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(33)

This approach dispenses with the eddy viscosity to express the
turbulent shear stress in terms of mean flow quantities.

Similarities in turbulent irreversibilities can be observed in Eqs.
~31! and ~33!. From left to right on the left side of Eq.~33!, the
terms represent the transient change of mean entropy~first term!
and the transport of entropy by mass and heat flow~second term
in square brackets!. Unlike Eq.~31!, the heat flow is not modeled
with a turbulent conductivity in this case. On the right side of Eq.
~33!, the terms refer to entropy production corresponding to ther-
mal molecular diffusion of the mean temperature field~first term!,
diffusive entropy transport in the mean flow field due to velocity
fluctuations~second term!, viscous dissipation of the mean veloc-
ity field ~third term!, and dissipation of turbulent kinetic energy
~fourth term!. In a similar way as previously described, the terms
within braces represent entropy production corresponding to irre-
versible temperature fluctuations~first and second terms! and ir-
reversible interactions between fluctuating velocity and tempera-
ture fields~remaining terms!.

6 Turbulent Entropy Production in a Channel
The newly derived formulation for mean entropy production

will be validated using direct numerical simulation data. Turbulent
flow between two parallel plates at four different Reynolds num-
bers, based on the friction velocity, is considered in this section.
Attention is focused on the positive definite model involving the
dissipation of turbulent kinetic energy@right side of Eq.~33!#,
since the entropy transport equation requires inclusion of the vis-
cous dissipation in the energy equation for accurate modeling.

Consider an incompressible flow in a parallel channel of length
L and widthD. The plates are spacedh apart. It is assumed that
the width is much greater that the height. The head loss due to
frictional effects in the channel is related to the Darcy’s friction
factor f as follows:

Hl5hlg5 f
Lū2

4h
(34)

where ū and g are the mean velocity and acceleration due to
gravity, respectively. It can be shown that the loss term due to
viscous dissipation in the mechanical energy equation can be re-
lated to entropy production and head loss by

Hl5
1

ṁ E
;

t:¹vW d;5
1

ṁ E
;

TṖsd; (35)

whereṁ and; refer to the mass flow rate through the channel and
differential control volume, respectively. Also, the colon symbol
~:! designates matrix contraction between the shear stress and ve-
locity gradient tensors in the viscous dissipation term. The previ-
ous result linking head loss and entropy production can be derived
after combining Bernoulli’s equation, Eq.~8! and the mechanical
energy equation for incomressible~laminar or turbulent! flows.

By combining Eqs.~34! and ~35! and substitutingd;5DLdy
and ṁ5rūDh in the resulting equation, the integral value of
mean entropy production in an adiabatic channel can be related to
Darcy’s friction factor, i.e.

f 5
4

rū3 E T̄P̄̇sdy (36)

wherer, T̄, andṖs are the density, mean temperature, and entropy
production rate per unit volume, respectively. The integral value
of the entropy production rate is obtained from the positive defi-
nite entropy equation, based on spatial gradients of velocity, dis-
sipation of turbulent kinetic energy and temperature. The Rey-
nolds number based on the friction velocity Ret is computed with
the friction velocityut , half channel heightd, and the kinematic
viscosity n. Similarly, the Reynolds number based on the bulk
velocity Re is computed with the mean velocity, hydraulic diam-
eter, and the kinematic viscosity. Fluid properties are obtained at a
temperature of 295 K. A useful observation is that Eq.~36! sug-
gests that entropy production can be used as a standardized metric
for loss characterization in duct flows. By using entropy produc-
tion in this way, the equivalent friction factor becomes a product
of the local exergy destruction integrated over the flow domain
and a constant based on averaged values of the flow variables.

Darcy’s friction factor is a dimensionless group defined as fol-
lows:

f 5
8tw

rū2 (37)

The following computations with DNS data will show close
agreement between friction factors calculated by Eqs.~36! and
~37! with the Colebrook friction factor for channel flow. This
close agreement will provide useful validation of the newly de-
rived entropy production model for turbulent flows.

Computations off at Ret5180, 395, and 590 were based on
direct numerical simulation~DNS! data of Moser et al.@15#. The
data of Kuroda et al.@16# was used to computef at Ret5100. The
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computed friction factors based on Eqs.~36! and ~37! are com-
pared in Table 1. The present results show excellent agreement
with Darcy’s friction factor computed from the Colebrook equa-
tion and Eqs.~36! and ~37!. The Colebrook equation is docu-
mented in Ref.@17#. The results are illustrated at various Reynolds
numbers based on the bulk velocity in Fig. 1. The results suggest
that the present turbulence modeling of entropy production~par-
ticularly in terms ofe! has been accurately formulated.

Another useful validation of the new formulation is outlined in
Fig. 2. A comparison with Moore’s model is presented, in regards
to the spatial distribution of entropy production in the channel. It
is useful to observe that the integral value of entropy production
computed from Moore’s model in Eqs.~23! and~25!, based on the
production of turbulent kinetic energy, is within 1% of the newly
formulated model. Although close agreement is achieved, the
newly derived formulation of Eq.~33! includes additional mecha-
nisms of turbulent entropy production, particularly involving dis-
sipation terms. Figure 2 illustrates that past turbulence predictions
with Moore’s model give certain erroneous distributions of the
mean entropy production. Moore’s model under-predicts the en-
tropy production closer to the wall and over-predicts entropy pro-
duction away from the wall, before it decreases to zero in the
middle of the channel. The additional curve in Fig. 2 shows that
the viscous mean dissipation is the main component of entropy
production near the wall, but other components become most sig-
nificant at further distances away from the wall. In particular, the
mean viscous dissipation accounts for more than 80% of the total
entropy production at approximatelyy1,9, wherey15yut /n.
This percentage decreases to zero in the center of the channel.

7 Conclusions
Modeling of turbulence correlations for the entropy transport

equation is outlined in this article. Closure of the correlations
involving fluctuating temperature and entropy production is ac-
complished through Reynolds averaging. An alternative model,
which uses the small thermal turbulence assumption, is proposed
for calculating mean entropy production. The validity of this
STTAss model is addressed. With an eddy viscosity closure, the
model resembles the corresponding laminar flow formulation, ex-

cept for the eddy diffusivity added to the effective diffusivity in
the diffusion component of the entropy transport equation. Also,
gkt appears in the effective diffusivity of the positive definite
entropy equation, as well asT82 terms. In contrast to conventional
modeling of the dissipation rate equation, an alternative method is
developed, which involves both transport and positive definite
forms of the turbulent entropy production equation.
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Nomenclature

e 5 thermal energy per unit mass, J/kg
cp , cv 5 specific heats, J/kgK

k 5 thermal conductivity, W/mK
p 5 pressure, Pa

Ṗs 5 entropy production rate, W/m3K
s 5 specific entropy, J/kgK
t 5 time, s

T 5 temperature, K
u 5 velocity, m/s
x 5 cartesian coordinate
; 5 volume

Greek

r 5 density, kg/m3

m 5 dynamic viscosity, kg/ms
f 5 general scalar quantity

t i j 5 stress tensor

Subscripts

i , j , k 5 coordinate directions~tensor notation!
t 5 turbulent

Superscripts

( )1 5 normalized by the wall variables
( )8 5 fluctuating quantity~turbulence notation!

Appendix. Derivation of Linear Eddy Viscosity Closure
The fluctuating component of the specific entropy is given by

s8'cv

T8

T̄
2R

r8

r̄
(A1)Fig. 1 Friction factor based on present entropy production

modeling

Fig. 2 Local distribution of integrated entropy production in a
channel

Table 1 Friction factors at different Re t

Ret

100 180 395 590

f ~based ontw) 0.0383 0.0325 0.0260 0.0232
f ~based on present modeling! 0.0388 0.0324 0.0252 0.0225

898 Õ Vol. 126, NOVEMBER 2004 Transactions of the ASME

Downloaded 03 Jun 2010 to 171.66.16.153. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



By the Reynolds analogy,
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Also, based on the STT Assumption,
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Using Eqs.~A1!–~A3! in the first term on the right side of Eq.
~22! gives
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whereg5cv /cp51 for incompressible fluids.
The second term in Eq.~22!, under the STT Assumption, be-

comes
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After time averaging,
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The third term in Eq.~22!, under the STT Assumption, becomes
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The last term in Eq.~A7! can be written as
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whereT8(]ui8/]xi)50 due to the continuity equation. The time
averaged form of Eq.~A8! becomes
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Substituting this result back into Eq.~A7! gives
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The final form of theT8Ṗs8 correlation, under the small thermal
turbulence assumption, becomes
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Equations~17!, ~28!, and~A11! can be combined under the STT
Assumption. After several algebraic manipulations,
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1ūi

]

]xi
S T82

T̄
D G1

rcv

2T̄2
F ]

]xi

~ui8T82!1ūi
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This result represents the turbulent entropy transport equation,
based on a linear eddy viscosity closure.
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On the Grid Sensitivity of the Wall
Boundary Condition of the k-v
Turbulence Model
This paper presents a study on the k-v turbulence model with regard to the numerical
implementation of thev boundary condition at a solid wall, wherev tends to infinity.
Three different implementations are tested in the calculation of a simple two-dimensional
turbulent flow over a flat plate. Grid refinement studies in grids with different near-wall
grid line spacings are performed to assess the numerical uncertainty of the predicted drag
coefficient CD . The results are compared with the predictions of several alternative al-
gebraic, one-equation, and two-equation eddy-viscosity turbulence models. For the same
level of grid refinement, the estimated uncertainty of CD obtained with the k-v model is
one order of magnitude larger than for all the other models.@DOI: 10.1115/1.1845492#

1 Introduction
The use of eddy-viscosity turbulence models in the Reynolds

averaged Navier-Stokes equations is still common practice in the
numerical calculation of complex turbulent flows. Nowadays, one
of the most popular eddy-viscosity models is the two-equation
eddy-viscosityk-v model proposed by Wilcox@1# in a version
that removes the sensitivity to the free-stream boundary condi-
tions, like the ones proposed in@2# and @3#.

One of the major advantages claimed for thek-v model is the
ability to compute thek andv transport equations in the near-wall
region without the use of any damping functions. On the other
hand,v goes to infinity at the wall, which can hardly be consid-
ered as a strong point of the model. Proposals for implementation
of the v boundary condition at a solid wall are available in the
open literature.

Usually a finite value forv is imposed at the wall, either de-
rived from the distance of the first grid node to the wall@2# or
from the so-called rough-wall condition@1#. The numerical imple-
mentation of the latter has been discussed in@4# and @5#.

The v wall boundary condition proposed by Menter in@2# is
formally grid dependent, because it involves explicitly the grid
spacing adjacent to the wall. Conversely, the rough-wall boundary
condition is dependent on the roughness selected, even for rough-
ness values well below the hydrodynamically smooth limit, as the
results presented in@4# show. Therefore, in the present study we
have investigated also our own alternative to the numerical imple-
mentation of thev boundary condition at a solid wall, which is an
attempt to remove the grid dependency.

Our aim is to investigate the consequences of thev wall bound-
ary condition for the convergence of meaningful viscous flow
quantities with grid refinement and to estimate the numerical un-
certainty obtained with the near-wall discretizations typically used
in viscous flow calculations. In order to avoid unnecessary com-
plications, we have selected a simple two-dimensional~2D! in-
compressible flow over a flat plate as the test case.

Four grid refinement studies, using different near-wall grid line
spacings, have been carried out for the so-called BSL and SST
versions of thek-v model, proposed in@2#, as well as the version
based on a turbulent, non-turbulent analysis~TNT! version @3#
with the three numerical implementations of thev wall boundary
condition mentioned above.

For comparison, the same studies were also performed for the

algebraic Cebeci and Smith method@6#, the one-equation models
proposed by Menter@7# and by Spalart and Allmaras@8#, and for
the low-Reynoldsk-e model proposed by Chien@9#.

The paper is organized in the following way: Section 2 presents
the numerical implementations of thev boundary condition
tested. For the sake of completeness, the procedure to estimate the
numerical uncertainty of a given solution is briefly described in
Section 3. The results obtained for the 2D incompressible flow
over a flat plate are presented and discussed in Section 4 and the
conclusions of this study are summarized in Section 5.

2 Wall Boundary Condition for v

According to Wilcox@1#, the exact solution1 of v in the viscous
sublayer is

v5
6n

byn
2 for yn

1,2.5, (1)

whereyn is the distance to the wall,b is a constant of the model
equal to 0.075, andyn

15utyn /n , ut being the friction velocity.
So at the wall whereyn50, v goes to infinity. This is an awkward
boundary condition from the numerical point of view, requiring at
least a decision on its practical implementation.

In @1#, Wilcox suggests the use of 7 to 10 grid nodes in the
viscous sublayer to obtain an accurate implementation of thev
wall boundary condition. But this is not a very attractive proposal,
because one has to ensure that all the selected grid nodes are in
the viscous sublayer; moreover there is some arbitrariness in the
number of nodes chosen. An alternative would be to apply Eq.~1!
in all the grid nodes that haveyn

1,2.5, but with two major
drawbacks:

• Since the number of grid nodes satisfyingyn
1,2.5 is solution

dependent, it may invoke convergence difficulties due to os-
cillations between consecutive iterations.

• The use of this type of switches leads to scatter in the data
obtained from grid refinement studies@10#.

Therefore, in the present study we consider the following three
alternatives for the numerical implementation of thev boundary
condition at a smooth surface:

Contributed by the Fluids Engineering Division for publication in the JOURNAL
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division
September 9, 2003; revised manuscript received May 26, 2004. Review conducted
by: T. Gatski.

1This is the exact solution of thev transport equation when only diffusion and
dissipation are retained and the eddy-viscosity is set equal to 0.
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• BC1: Specifyv at the first grid node away from the wall in
accordance with Eq.~1! as

~v!25
6n

0.075~yn
2!2

. (2)

• BC2: Specifyv at the wall from

~v!15
60n

0.075~yn
2!2

, (3)

as suggested by Menter in Ref.@2#.
• BC3: Use the rough-wall boundary condition to obtain thev

wall value.

~v!15
2500n

ks
2 , (4)

whereks is the typical roughness size.

The alternative BC1 yields a formally grid-independent bound-
ary condition provided (yn)2 is in the range where Eq.~1! is valid.
Although the value of (v)1 is irrelevant in BC1, it is fixed with
Eq. ~3! when needed in, e.g., postprocessing.

Hellsten@5# has found that the constant in BC2 should prefer-
ably be chosen somewhat smaller, viz. 36 instead of 60, to im-
prove the consistency of the predictions of the wall friction. In our
tests we have maintained Menter’s original version, however.

In @4#, the alternative BC3 has been tested for fixed values of
ks

15utks /n , which implies varyingks for a given surface. How-
ever, in practical situations a uniformks is more realistic. There-
fore, in the present study we have selected a constantks value,
corresponding toks

151 at the inlet of the computational domain.
So we have used

~v!15
2500

n
~ut

2! inlet (5)

all along the wall.
It may be mentioned that we have included the alternative BC3

only for comparison purposes; it is already known that it does not
reproduce the smooth wall solution@4,5#.

3 Uncertainty Estimation
The basis of our procedure for the estimation of the uncertainty

U of the solution on a given grid is the standard grid convergence
index ~GCI! method@11# which says

U5FsudREu. (6)

Fs is a safety factor anddRE is the error estimation obtained by
Richardson extrapolation

dRE5f i2fo5ahi
p , (7)

wheref i is the numerical solution of any local or integral scalar
quantity on a given grid~designated by the subscripti), fo is the
estimated exact solution,a is a constant,hi is a parameter which
identifies the representative grid cell size, andp is the observed
order of accuracy.

There are three unknowns in Eq.~7!: fo , a, andp. Therefore,
three geometrically similar grids are required to estimatedRE. If
solutions on more than three grids are available, more than one
grid triplet can be chosen to estimatedRE. It is our experience that
these estimates can vary a lot. Therefore, we computefo , a, and
p in such cases with a least-squares root approach that minimizes
the function

S~fo ,a j ,pj !5A(
i 51

ng

@f i2~fo1ahi
p!#2, (8)

whereng is the number of grids available. The minimum of Eq.
~8! is found by setting the derivatives of Eq.~8! with respect to
fo , p, anda equal to zero. The details on the solution of Eq.~8!
are given in,@10#.

Our experience with the GCI method has shown that its appli-
cation in monotonic convergent solutions which exhibit an ob-
served order of accuracy significantly larger than the theoretical
order of accuracy may be troublesome@12#. Therefore, we have
considered an alternative based on an error representation with a
power series with fixed exponents, which we have tested before in
@10#. Thus when the observed order of the accuracy is larger than
2, we consider an alternative representation of the error estimation
given by

dRE25f i2fo5a1hi
21a2hi

3. (9)

Equation~9! is also solved in the least-squares root sense as
described in@10#.

The standard deviation of the fitUs is used as one of the con-
tributions of the uncertainty.

Us5
A(

i 51

ng

@f i2~fo1ahi
p!#2

ng23
(10)

for Eq. ~7! and

Us5
A(

i 51

ng

~f i2~fo1a1hi
21a2hi

3!!2

ng23
, (11)

for Eq. ~9!.
We can summarize our procedure for the estimation of the nu-

merical uncertainty, valid for a nominally second-order accurate
method, as follows:

1. The observed order of accuracy is estimated with the least-
squares root technique to identify the apparent convergence
condition according to the definition given above.

2. For 0.5,p<2

• The uncertainty is estimated with the GCI, Eq.~6!, usingFs
51.25 and the numerical error estimated with Richardson ex-
trapolation, Eq.~7!, using the least-squares root technique.

• The standard deviation of the fitUs , Eq. ~10!, is added to the
uncertainty.

3. For 2,p<3

• The uncertainty is estimated with the GCI, Eq.~6!, using
U51.25 max~udREu,udRE2u!.

• The standard deviation of the fitUs , obtained from Eq.~10!
or ~11!, is added to the uncertainty.

4. For 0,p<0.5 or p.3

• U is set equal to the maximum difference between the solu-
tions obtained in the available grids multiplied by a factor of
safety,Fs53.

5. For p,0 the uncertainty estimation fails.

This means that we adopt the GCI for 0.5<p<3, but we refer
to Eq. ~9! in addition to Eq.~7! in some circumstances. Forp
above 3 the use of the Richardson extrapolation may lead to un-
acceptably small uncertainty levels. For 0,p,0.5, on the other
hand,dRE becomes excessively large and so the GCI will be over
conservative. In both cases we prefer to use the maximum differ-
ence between the data of the selected solutions to estimate the
uncertainty.
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4 Results

4.1 General. The selected test case is a 2D, incompressible,
turbulent flow on a flat plate. The computational domain is a rect-
angle with the inlet located at Rex51.073106 and the outlet at
Rex51.13107. The outer boundary is located aty/L50.04,
which is about four boundary-layer thicknesses2 at the outlet away
from the flat plate.L stands for thex value at the outlet.

The flow field is computed with a 2D code@14# based on a
discretization procedure similar to PARNASSOS,@15#. Theoreti-
cally, the discretization of the continuity and momentum equa-
tions is second-order accurate. However, the numerical solution of
all the turbulent quantities transport equations is only first-order
accurate, because we have applied first-order upwind schemes to
the convective terms of the turbulent quantities transport equa-
tions. The calculations are performed with all the terms of the
Reynolds-averaged Navier-Stokes equations and so the pressure is
also considered to be an unknown. At the inlet boundary, the
boundary conditions are specified from standard boundary-layer
profiles. The inlet eddy-viscosity profile is the same for all the
turbulence models tested. A detailed description of the boundary
conditions applied at the four boundaries is given in@16#.

The calculations were performed on four sets of 11 geometri-
cally similar Cartesian grids. The finest grids have 2413241 grid
nodes and the coarsest ones 61361 grid nodes. The grids are
stretched toward the plate as well as to the inflow boundary using
the one-sided function proposed by Vinokur in@17#. The stretch-

ing parameter defines the ratio between the distance of the first
and second grid nodes and the equidistant spacing.3 We have se-
lected a stretching parameter of 0.2 for thex direction and four
different ones for they direction: 0.001 for set A, 0.005 for set B,
0.01 for set C. Set B-2 has a similar stretching as set B, but it has
an equally spaced distribution in the viscous sub-layer, as sug-
gested in@18#. The typical values of the maximumy1 at the first
grid node away from the wall are given in Table 1 for the four grid
sets. It is clear that most of the grids of set C do not satisfy the
commonly accepted value ofy1,1. However, our aim is to
evaluate the dependence of the solution uncertainty on the near-
wall grid line spacing and so we have also considered cases with
y1.1.

All the calculations were performed with 15 digits precision
and the solution was carried out to machine accuracy. Therefore,
the iterative and round-off errors are negligible compared with the
discretization error.

We have selected one global and two local flow quantities to
illustrate the convergence of the flow field and its numerical un-
certainty:

• The total friction resistance coefficientCD obtained by inte-
gration of the shear stress at the wall.

• The axial velocity componentU1 and the eddy-viscosityn t

at x50.8774 L, y52.03431024 L, which corresponds to a
location in the log-law regiony1.100.

The uncertainty inU1 and n t is estimated at a location which
2The boundary-layer thickness is estimated from the experimental results of

Wieghardt and Tillman@13#. 3A stretching parameter value of 1 yields therefore an equidistant distribution.

Fig. 1 Convergence of the friction resistance coefficient with the grid refinement. SST version
of the k -v model.
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Table 1 Typical values of the maximum y¿ at the first grid node away from the wall

Nx3Ny Set A Set B Set C Set B-2

241 0.08 0.39 0.77 0.38
201 0.09 0.46 0.93 0.45
181 0.10 0.52 1.03 0.51
161 0.12 0.58 1.16 0.57
141 0.14 0.67 1.33 0.65
121 0.16 0.79 1.56 0.76
101 0.19 0.95 1.89 0.91
91 0.24 1.06 2.38 1.14
81 0.24 1.20 2.38 1.14
71 0.24 1.38 2.38 1.14
61 0.33 1.62 3.23 1.52

Table 2 Friction resistance coefficient and its uncertainty estimates for the SST k -v model in the 241 Ã241 grids

Finest grid, 2413241
BC1

Grid
Set

SST BSL TNT

CD

3103
U

~%! p
CD

3103
U

~%! p
CD

3103
U

~%! p

A 2.6502 0.22 1.59 2.7199 0.16 1.71 2.6649 0.31 6.74
B 2.6293 1.47 0.87 2.6978 1.51 0.82 2.6431 0.80 1.06
C 2.6089 3.71 0.19 2.6763 3.54 0.10 2.6221 2.93 0.29

B-2 2.6332 1.23 0.81 2.7018 1.19 0.79 2.6478 0.50 1.17
BC2

SST BSL TNT

Grid
Set

CD

3103
U

~%! p
CD

3103
U

~%! p
CD

3103
U

~%! p

A 2.6492 0.26 1.53 2.7188 0.20 1.62 2.6639 0.39 5.40
B 2.6242 1.80 0.85 2.6924 1.85 0.81 2.6379 1.11 1.00
C 2.5988 4.80 0.37 2.6657 4.65 0.32 2.6120 4.03 0.49

B-2 2.6281 1.43 0.86 2.6964 1.40 0.84 2.6426 0.72 1.14
BC3

SST BSL TNT

Grid
Set

CD

3103
U

~%! p
CD

3103
U

~%! p
CD

3103
U

~%! p

A 2.6803 0.15 2.07 2.7516 0.11 2.29 2.6955 0.39 7.36
B 2.6408 2.42 1.26 2.7099 2.44 1.26 2.6548 1.93 1.37
C 2.5767 6.50 1.04 2.6423 6.57 1.04 2.5894 5.63 1.13

B-2 2.6449 2.22 1.21 2.7142 2.21 1.21 2.6597 1.70 1.35

Table 3 Friction resistance coefficient and its uncertainty estimates for the SST k -v model in the 121 Ã121 grids

Coarsest grid, 1213121
BC1

SST BSL TNT

Grid
Set

CD

3103
U

~%! p
CD

3103
U

~%! p
CD

3103
U

~%! p

A 2.6409 0.75 1.42 2.7122 0.58 1.48 2.6629 0.29 2.10
B 2.6037 4.65 0.31 2.6729 4.15 0.07 2.6250 — ,0
C 2.5765 — ,0 2.6447 — ,0 2.5965 — ,0

B-2 2.6135 3.54 0.22 2.6830 3.08 0.06 2.6350 1.92 0.69
BC2

SST BSL TNT

Grid
Set

CD

3103
U

~%! p
CD

3103
U

~%! p
CD

3103
U

~%! p

A 2.6388 0.84 1.38 2.7100 0.67 1.42 2.6608 0.34 1.97
B 2.5939 5.63 0.36 2.6626 5.17 0.16 2.6150 4.50 0.06
C 2.5573 — ,0 2.6244 — ,0 2.5769 — ,0

B-2 2.6034 4.64 0.33 2.6724 4.25 0.23 2.6246 2.75 0.69
BC3

SST BSL TNT

Grid
Set

CD

3103
U

~%! p
CD

3103
U

~%! p
CD

3103
U

~%! p

A 2.6703 0.76 1.71 2.7433 0.60 1.82 2.6930 0.39 2.28
B 2.5696 6.89 1.10 2.6368 6.91 1.10 2.5901 6.59 1.10
C 2.4347 21.3 0.70 2.4951 21.2 0.70 2.4517 17.3 0.81

B-2 2.5833 13.3 0.58 2.6511 13.6 0.57 2.6041 10.1 0.70
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does not coincide with a grid node. A third-order interpolation
scheme based on the blending of bilinear and biquadratic basis
functions is applied to determineU1 andn t at the selected loca-
tion. The resistance coefficient is calculated using the trapezoidal
rule for integration of the skin friction coefficientCf , which is
evaluated with a one-sided two-point scheme for theU1 derivative
with respect toy at the wall.

For all these flow variables we have estimated the uncertainty
of the solution on

• The finest grid of 2413241 grid nodes, using the data of the
six finest grids covering a grid refinement ratio of 2.

• The 1213121 grid using the data of the six coarsest grids
which also cover a grid refinement ratio of 2.

Fig. 2 Convergence of the friction resistance coefficient with the grid refinement. Algebraic
Cebeci and Smith model, one-equation models of Menter and Spalart and Allmaras and Chien’s
k -e model.

Table 4 Friction resistance coefficient and its uncertainty estimates for the algebraic Cebeci and Smith model, one-equation
models of Menter and Spalart and Allmaras and Chien’s k -e model in the 241 Ã241 grids

Finest grid, 2413241

Grid
Set

Cebeci and Smith Menter

CD

3103
U

~%! p
CD

3103
U

~%! p

A 2.6715 0.03 1.88 2.6803 0.05 0.85
B 2.6721 0.06 1.90 2.6798 0.07 2.51
C 2.6735 0.16 1.65 2.6739 2.23 0.42

B-2 2.6714 0.03 1.80 2.6788 0.11 2.24
Spalart and Allmaras Chien’sk-e

Grid
Set

CD

3103
U

~%! p
CD

3103
U

~%! p

A 2.6460 0.02 1.01 2.7034 0.04 2.02
B 2.6470 0.03 2.11 2.7046 0.09 1.92
C 2.6488 0.12 1.93 2.7066 0.22 1.68

B-2 2.6460 0.02 1.30 2.7026 0.01 —
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4.2 Friction Resistance CoefficientCD. The calculation of
the friction resistance is usually one of the goals of a viscous flow
calculation. Therefore, it is an excellent flow parameter to assess
the convergence properties of the solution.

As expected, the results obtained with the three versions of the
k-v model @~BSL!, ~SST!, ~TNT!# are not exactly equal. How-
ever, there was so much similarity in the behavior of the three
versions with respect to grid convergence and their reaction on the
different numerical implementations of thev boundary condition

at the wall, that it suffices to discuss the results obtained with the
SST version only. Nevertheless, we have included the data ob-
tained with the other two versions in the tables.

The convergence ofCD with the grid refinement using the three
numerical implementations of the wallv boundary condition is
illustrated in Fig. 1. The line fits to the data plotted in the three
sub figures have been derived with the least-squares root approach
applied to the six finest grids.

Tables 2 and 3 present the values ofCD , the estimates of the

Fig. 3 v profile in the near-wall region at xÄ0.8727 L. SST version of the k -v model.

Table 5 Friction resistance coefficient and its uncertainty estimates for the algebraic Cebeci and Smith model, one-equation
models of Menter and Spalart and Allmaras and Chien’s k -e model in the 121 Ã121 grids

Coarsest grid, 1213121

Grid
set

Cebeci and Smith Menter

CD

3103
U

~%! p
CD

3103
U

~%! p

A 2.6734 0.14 1.59 2.6795 0.07 0.99
B 2.6757 0.28 0.87 2.6735 0.43 2.28
C 2.6806 — ,0 2.6427 1.87 2.30

B-2 2.6732 0.25 1.02 2.6710 0.89 1.58
Spalart and Allmaras Chien’sk-e

Grid
set

CD

3103
U

~%! p
CD

3103
U

~%! p

A 2.6455 0.03 1.60 2.7057 0.15 1.94
B 2.6493 0.16 1.91 2.7102 0.38 1.81
C 2.6562 0.67 1.44 2.7170 2.35 0.08

B-2 2.6454 0.19 6.42 2.7026 0.20 —
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uncertaintyU, and the observed order of accuracyp, for the two
selected discretization levels in the four grid sets.

The overall tendencies observed in the convergence of the drag
coefficient are similar for the three implementations of thev wall
boundary condition. Notably, the implementations BC1 and BC2
show essentially the same behavior.

The near-wall grid line spacing is of course an essential param-
eter for the accuracy of the skin friction determination. This is
evident from the fact that the uncertainty is smaller for the coars-
est grid of set A than for the finest grids of the sets B, C, and B-2.

A careful comparison of the performance of the BC1, BC2, and
BC3 boundary conditions shows the following additional trends:

• Naturally, in each grid set the estimated uncertainty increases
with the near-wall grid line spacing for all the tested boundary
conditions. This effect is accompanied by an increase of the ob-
served order of accuracy with the reduction of the near-wall grid
line spacing.

• The comparison of grid sets B and B-2 shows that the use of
an equally spaced grid in the viscous sublayer does not produce
any significant improvement in the accuracy of the solution.

• As expected~see@4#!, the rough-wallv wall boundary con-
dition BC3 does not lead to the same results as the other two
implementations. The highest levels of uncertainty are obtained
for this v wall boundary condition. However, it exhibits the small-
est dependence of the observed order of accuracy on the near-wall
grid line spacing.

• Several cases do not exhibit an observed order of accuracy in
the expected range, 1<p<2. As mentioned above, the order of
accuracy tends to decrease with the increase of the near-wall grid
line spacing. This is particulary evident for the results obtained in
the coarsest grid of set C, where several cases exhibit apparent
divergence. However, there are also cases where the observed
order of accuracy is significantly larger than 2. It is our experience
that the observed order of accuracy@10# is extremely sensitive to

Fig. 4 Convergence of U1 at xÄ0.8774 L, yÄ2.034Ã10À4 L with the grid refinement. SST ver-
sion of the k -v model.

Table 6 Uncertainty estimates for U1 at xÄ0.8774 L, yÄ2.034Ã10À4 L. SST, BSL, and TNT k -v models in the 241 Ã241 grids.

SST BSL TNT
U~%! U~%! U~%!

Grid Set BC1 BC2 BC3 BC1 BC2 BC3 BC1 BC2 BC3

A 0.23 0.24 0.14 0.26 0.28 0.19 0.89 0.90 0.65
B 0.87 1.00 1.09 0.99 1.09 1.17 1.80 1.86 1.55
C 1.59 2.03 2.77 1.70 2.14 2.84 2.14 2.58 3.29

B-2 0.78 0.82 1.06 0.73 0.82 1.13 1.54 1.53 1.54
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small disturbances in the data. Therefore, these results indicate
that there are difficulties with the near-wall convergence ofv.

In order to assess the grid convergence performance of thek-v
model in comparison with other models, a similar study has been
conducted for four alternative eddy-viscosity turbulence models:
the algebraic model of Cebeci and Smith, the one-equation models
of Menter and Spalart and Allmaras, and Chien’sk-e model. The
results obtained with these four models are presented in Fig. 2 and
Tables 4 and 5.

There are two main differences in the convergence properties
obtained with the three versions of thek-v model as opposed to
the other four eddy-viscosity turbulence models

• The estimated uncertainty level for thek-v models is one

order of magnitude larger than for the other eddy-viscosity mod-
els. This is clearly a numerical penalty of the near wall behavior
of v.

• The equally spaced grid in the near-wall region significantly
improves the accuracy of the drag prediction for the algebraic
Cebeci and Smith model, one-equation Spalart and Allmaras
model, and Chien’sk-e model. However, in thek-v models and
in Menter’s one-equation model there is only a minor effect of the
near-wall equally spaced grid. This result must be related to the
use of the von Karman length-scale in the dissipation term of
Menter’s one-equation model and to thev solution in the near-
wall region for thek-v model, respectively.

It can be noticed that the observed order of accuracy of the drag
coefficient is less dependent on the grid line spacing for these
turbulence models than for thek-v models. Nevertheless, there
are still some cases where the observed order of accuracy is sig-
nificantly different from the expected value, specially for the grids
with the largest near-wall spacing.

It is also worthwhile to observe that even in such a simple
turbulent flow the differences between the predictions of the vari-
ous turbulence models are larger than the numerical uncertainty
level.

4.3 v Profile in the Near-Wall Region. The convergence
properties ofCD obtained with thek-v models must be influ-
enced by the near-wallv profile. Let us therefore have a look at
the behavior ofv in the viscous sublayer as a function ofyn

1 at the

Fig. 5 Convergence of U1 at xÄ0.8774 L, yÄ2.034Ã10À4 L with the grid refinement. Algebraic
Cebeci and Smith model, one-equation models of Menter and Spalart and Allmaras and Chien’s
k -e model.

Table 7 Uncertainty estimates for U1 at xÄ0.8774 L, yÄ2.034
Ã10À4 L. Cebeci and Smith algebraic model „CS…, one-equation
models of Menter „MT…, and Spalart and Allmaras „SA… and
Chien’s k -e „KE… model in the 241 Ã241 grids.

Grid Set

U~%!

CS MT SA KE

A 0.02 0.07 0.03 0.01
B 0.01 0.07 0.04 0.03
C 0.04 0.12 0.07 0.08

B-2 0.02 0.06 0.03 0.01
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representative locationx50.8727 L, which coincides with a grid
line in the finest grid of the four grid sets. In Fig. 3 we have
plotted the quantity

v* 5
vbyn

2

6n
,

which according to Eq.~1! should smoothly tend to 1 at the wall.
v* has been explicitly set to 1 at the wall for all the profiles.

The results plotted in Fig. 3 are a clear indication of the diffi-
culties with thek-v model. There is an inaccurate solution ofv in
the near-wall region. Although the solution improves with the grid
refinement, the basic anomaly near the wall persists. The two
alternatives BC1 and BC2 are again very similar, but the alterna-
tive BC1 exhibits smaller values ofv* . This is reasonable be-
cause thev transport equation is also solved at the first grid node
away from the wall for the alternative BC2, whereas in the bound-
ary condition BC1 the transport equation is solved only for the

second grid node away from the wall. Also the rough-wall bound-
ary condition shows a clear dependence on the near-wall grid line
spacing.

4.4 U1 in the Log-Law Region. As stated by Wilcox in@1#,
the effects of a numerically inaccuratev wall boundary condition
can distort the entire boundary-layer solution. Therefore, we have
also checked the convergence properties of theU1 velocity field
in the present study. To illustrate the results we have selected a
location in the log-law region atx50.8774 L, y52.034
31024 L, wherey1.100. As forCD , graphical results are given
for the SST version of thek-v model only.

The convergence of the local value ofU1 with the grid refine-
ment is illustrated in Fig. 4, while Table 6 presents the estimated
uncertainty for the finest grid of the four grid sets with the SST,
BSL, and TNT versions of thek-v model.

In general, the results show the same trends as found above for

Fig. 6 Convergence of n t at xÄ0.8774 L, yÄ2.034Ã10À4 L with the grid refinement. SST ver-
sion of the k -v model.

Table 8 Uncertainty estimates for n t Õn at xÄ0.8774 L, yÄ2.034Ã10À4 L. SST, BSL and TNT k -v models in the 241 Ã241 grids.

SST BSL TNT
U~%! U~%! U~%!

Grid Set BC1 BC2 BC3 BC1 BC2 BC3 BC1 BC2 BC3

A 0.21 0.23 0.16 0.16 0.19 0.12 0.55 0.04 0.57
B 1.08 1.29 1.76 1.14 1.31 1.75 0.72 0.90 1.46
C 2.90 3.03 4.77 2.98 3.06 4.75 2.22 2.41 4.34

B-2 0.82 0.98 1.67 0.74 0.94 1.65 0.39 0.56 1.33
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CD , with very similar solutions for the two boundary condition
implementations based on the near-wall analytical solution ofv,
BC1, and BC2.

The observed order of accuracy forU1 is close to 1 on the four
grid sets for the rough-wall boundary condition. On the other
hand,p is clearly below 1, but increasing with a decrease of the
near wall grid spacing (pA.PB.pC) in the results obtained with
the BC1 and BC2 implementations.

The estimated exact solution, i.e.,U1 at hi /h150, obtained
from the four grid sets is far from being coincident; this holds for
all three numerical implementations of thev wall boundary
condition.

The results of the grid refinement studies performed for the
other four turbulence models considered in this study are pre-
sented in Fig. 5 and in Table 7.

As for the drag coefficient, the level of the estimated uncer-
tainty for these four turbulence models is at least one order of
magnitude lower than the values obtained for the three versions of
the k-v model. This result confirms Wilcox’s statement that the
effects of the numerical difficulties with thev wall boundary con-
dition are not limited to the near-wall region.

It is also important to emphasize that the observed order of
accuracy obtained forU1 is clearly above 1 in most of the con-
vergence studies performed with the algebraic, one-equation, and
k-e models. Furthermore, in the solutions obtained with these four
models there is a remarkably good agreement between the esti-
mated exact solutionU1 for h→0 obtained from the four grid
sets.

Also here, the differences obtained between the predictions of
the various turbulence models are larger than the estimated nu-
merical uncertainty.

4.5 n t in the Log-Law Region. The differences between all
the predictions compared above are a consequence of the selection
of the turbulence model that defines the eddy-viscosityn t . There-
fore, we have also checked the convergence properties of the
eddy-viscosity field. The location selected to illustrate the results
of n t is the same as used in the previous section forU1.

The convergence properties obtained with the SST version of
the k-v model are illustrated in Fig. 6 and Table 8 presents the
estimated uncertainty for the three versions of thek-v model.

There is a remarkable resemblance between the results obtained
for the eddy-viscosity and for the drag coefficient. The trends
discussed above forCD hold for then t data as well. This result

Fig. 7 Convergence of n t at xÄ0.8774 L, yÄ2.034Ã10À4 L with the grid refinement. Algebraic
Cebeci and Smith model, one-equation models of Menter and Spalart and Allmaras and Chien’s
k -e model.

Table 9 Uncertainty estimates for n t Õn at xÄ0.8774 L, y
Ä2.034Ã10À4 L. Cebeci and Smith algebraic model „CS…, one-
equation models of Menter „MT…, and Spalart and Allmaras „SA…

and Chien’s k -e „KE… model in the 241 Ã241 grids.

Grid Set

U~%!

CS MT SA KE

A 0.03 0.15 0.03 0.07
B 0.07 0.21 0.03 0.15
C 0.01 0.15 0.04 0.03
D 0.01 0.10 0.04 0.02
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confirms the importance of the numerical properties of the turbu-
lence model in the quality of the solution of the continuity and
momentum equations in a turbulent flow.

For the sake of completeness, we also present then t conver-
gence properties obtained for the other four turbulence models
tested. Figure 7 presents the convergence ofn t at the selected
location with the grid refinement and Table 9 presents the uncer-
tainty estimates in the finest grids of each grid set.

There is once more a strong correlation between the conver-
gence properties ofn t and CD . The level of uncertainty in the
predictions performed with the algebraic, one-equation, andk-e
models is again one order of magnitude smaller than in the results
of the k-v models.

5 Conclusions
This paper presents a numerical study on the accuracy of tur-

bulent flow calculations with the eddy-viscosityk-v model in
three of its most popular versions: the TNT, BSL, and SST ver-
sions, which are free of problems with the definition of the free-
stream boundary conditions.

We have tested three different implementations of thev wall
boundary condition, wherev→`, based on the analytical near-
wall solution of v and on the so-called rough-wall boundary
condition.

Grid convergence studies have been performed for a simple 2D
incompressible turbulent flow over a flat plate using different
near-wall grid line spacings. The numerical uncertainty of mean-
ingful viscous flow quantities, like the friction resistance coeffi-
cient, was estimated with a practical procedure based on a least-
squares root implementation of the grid convergence index
method.

In order to assess the performance of thek-v models, the same
grid refinement studies have been performed for four well-known
eddy-viscosity models: The algebraic Cebeci and Smith model,
the one-equation models proposed by Menter and Spalart and Al-
lmaras, and the low-Reynoldsk-e model proposed by Chien.

From the results obtained in this study we draw the following
conclusions:

• The k-v model is more sensitive to the near-wall grid line
spacing than all the other eddy-viscosity turbulence models tested.
For the same level of grid refinement, thek-v leads to levels of
numerical uncertainty which are typically one order of magnitude
larger than the other four eddy-viscosity turbulence models tested.
In other words, for the same accuracy, thek-v models require a
much finer grid near the wall than other models.

• The three implementations of thev boundary condition at a
solid wall suffer from the same problem: the inaccurate solution
of the v transport equation in the near-wall region. This problem
does not vanish with the grid refinement and so none of these
three implementations of thev wall boundary condition is com-
pletely satisfactory.

• It was reconfirmed that thev rough-wall boundary condition
does not reproduce the smooth wall solution for roughness values
well below the hydrodynamically smooth limit. Furthermore, the
rough-wall v boundary condition is more sensitive to the near-
wall grid line spacing than the alternatives based on the near-wall
analytical solution.

• Imposingv at the first grid node away from the wall~which
formally removes the grid dependency of the boundary condition!
is a viable alternative to the specification of a finitev value at the
wall. But effectively, it does not improve the behavior of the
solution.

• The use of an equally spaced grid in the viscous sublayer may
improve the numerical accuracy of viscous flow calculations with
eddy-viscosity turbulence models for a given grid density. How-
ever, the amount of improvement appeared to be dependent on the
turbulence model selected.

• In the flat-plate-flow test case the numerical errors were con-
sistently smaller than the modeling errors~i.e., the differences
between the results of various turbulence models!.
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Simulating Pulsatile Flows
Through a Pipe Orifice by an
Immersed-Boundary Method
A pulsatile laminar flow of a viscous, incompressible fluid through a pipe with a sudden
constriction (an orifice) was simulated by an immersed-boundary method. A fluid is forced
to move by an imposed sinusoidally varying pressure difference,Dp~t!. For a pulsatile
flow through a pipe orifice, an oscillating recirculation bubble develops behind the orifice.
The induced flow rate, Q~t!, the recirculation bubble length, Lb~t!, as well as their phase
shift ~fQ ,fL! with respect to the imposed pressure difference were computed for different
constriction ratios and the Womersley~Ws! number.@DOI: 10.1115/1.1845554#

1 Introduction
A numerical study of the fundamental hydrodynamic effects in

complex geometries is a challenging task when discretizing
Navier–Stokes equations in the vicinity of complex geometry
boundaries. The use of boundary-fitted, structured or nonstruc-
tured grids can help to deal with this problem, although the nu-
merical algorithms implementing such grids are usually inefficient
in comparison to those using simple rectangular meshes. This dis-
advantage is particularly pronounced when simulating nonsteady
incompressible flows if the Poisson equation for the pressure has
to be solved at each time step. Iterative methods used for complex
meshes have low convergence rates, especially for fine grids. On
the other hand, very efficient and stable algorithms for solving
Navier–Stokes equations in rectangular domains have been devel-
oped. These algorithms use fast direct methods for solving the
Poisson’s equation for the pressure@1#. These difficulties led to
the development of various approaches that rely on formulating
complex geometry flows on simple rectangular domains.

One approach is based on the immersed-boundary~IB! method
as introduced by Peskin@2# during the early seventies. At present,
immersed-boundary-based methods are considered to be a power-
ful tool for simulating complex flows. In the present study, we
applied an immersed-boundary method for simulating time-
dependent flows through a pipe orifice.

Immersed-boundary methods were originally used to reduce
simulating complex geometry flows to those defined on simple
~rectangular! domains. To understand the basic method, consider a
flow of an incompressible fluid around an obstacleV ~S is its
boundary! placed onto a rectangular domain~P!. The flow is gov-
erned by the Navier–Stokes and incompressibility equations with
the no-slip boundary condition onS. The fundamental idea behind
IB methods is to describe a flow problem, defined inP2V, by
solving the governing equations inside an entire rectangularP
without an obstacle, which allows using simple rectangular
meshes. To impose the no-slip condition on an obstacle surfaceS
~which becomes an internal surface for the rectangular domain
where the problem is formulated!, a forcing termf ~an artificial
body force! is added to the Navier–Stokes equations as follows:

]u

]t
52~u¹!u2¹p1n¹2u1f. (1)

The purpose of the forcing term in Eq.~1! is to impose the no-slip
boundary condition at the pointxS which defines the immersed
boundaryS. Formally, the solution to Eq.~1! is identical to that

without the source term only iff[0 everywhere outside the ob-
stacle. This requirement is very difficult to satisfy when imple-
menting IB numerical schemes. Therefore, one can expect that
only an approximate equivalency of the two solutions will be
obtained. The peculiarity of IB methods is that the no-slip bound-
ary condition is not imposed at the initial stage but instead is
gradually attained during the time-advanced computing proce-
dure. In other words, the obstacle’s boundary ‘‘gets built up’’ in-
side the surrounding fluid. For this reason, IB methods are some-
times called ‘‘virtual body’’ methods.

Introducing an artificial force in~1! is crucial for implementing
immersed-boundary approaches. In addition, the boundaryS does
not coincide with the grid points of a rectangular mesh where the
velocity values are computed. This means that in order to impose
the no-slip boundary condition, numerical algorithms require that
the node velocity values be interpolated onto the boundary points.
Thus, the performance and effectiveness of any IB method de-
pends on both the source force~f! and the computation data ex-
change~inter- and extrapolation! between the grid and the im-
mersed~virtual! boundary points.

References of different immersed-boundary methods can be
found in recently published paper@3#. We note ‘‘a direct forcing’’
approach, which was suggested by Mohd-Yusof@4# for numerical
schemes using spectral methods. Fadlun et al.@5# and Kim et al.
@6# developed the idea of direct forcing for implementing finite-
volume methods on a staggered grid. Our present study is based
on a direct forcing approach suggested by Kim et al.@6#. These
authors contributed two basic ideas towards introducing direct
forcing for the immersed-boundary methods for finite-volume-
based numerical schemes on a staggered grid. One was a new
numerically stable interpolation procedure for evaluating forcing,
and the other introduced a mass source/sink to enhance the solu-
tion’s accuracy. In Ref.@6#, forcing and the mass source/sink are
applied at the grid points only on the immersed body and not
inside the flow. Both ‘direct forcing’ methods of@5,6# were ap-
plied for time-stepping numerical schemes in which the step of
imposing the no-slip condition is followed by the pressure correc-
tion step, thus changing the velocity at the boundary points by
O(Dt2).

Numerous experimental investigations have been focused on
fully developed periodic pipe flows with sinusoidally varying
pressure gradients~or flow rates!. Numerical investigations of pul-
satile flows in a pipe have received considerable attention for
decades. Low-speed~laminar! pulsatile flows have been studied in
order to analyze flows through small pipes or in the blood circu-
lation systems. However, unsteady pulsatile flows through a pipe
with constrictions, which is of practical engineering and biomedi-
cal importance, have received only meagre attention. Complex
cardiovascular flows such as a stenosis in blood vessels, flows
through artificial valves have similar features for relatively simple
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geometry flows through a pipe orifice. Such flows are accompa-
nied by separation, recirculation and stagnation, and secondary
vortex motion. Laminar flows are comparatively simple for nu-
merical~or analytical! analysis and are a natural choice to provide
basic studies of fundamental hydrodynamic effects in pulsatile
flows.

2 Flow Through a Pipe Orifice
We consider an incompressible fluid forced by a pulsating pres-

sure difference to move through a pipe with periodically distrib-
uted orifices. A schematic drawing of the pipe is presented in Fig.
1, where the computational domain is marked by dashed lines.
The governing Navier–Stokes equations with the added forcing
term f are

]u

]t
5

Dp

rL
ez2¹P2~u•¹!u1n¹2u1f, (2)

subjected to the incompressibility constraint

¹•u50. (3)

We consider an axisymmetric two-dimensional flow, namely the
velocity field u5@ur(r ,z,t),0,uz(r ,z,t)# and ¹P
5(]P/]r ,0,]P/]z). In Eq.~2!, we split the pressure gradient into
two terms, when the pressure difference,Dp(t), is prescribed by

Dp~ t !5Dp0@11gp sin~vt !#, (4)

whereDp0 is a prescribed pressure difference across a computa-
tional domain. The computational domain length,L, was set large
enough to exclude the influence of the periodicity conditions. In
all computations, a fully developed Poiseuille velocity profile has
been established at the outlet. Computing divergence of Eq.~2!, to
impose an incompressibilityP is obtained from the Poisson equa-
tion: ¹2P52div@(V•¹)V#. In our computationsP was assumed
to be periodic inz-direction, which means that it does not contrib-
ute to the pressure difference,Dp(t). In Eq. ~4!, gp andv are the
amplitude and the frequency of the pressure difference oscilla-
tions, respectively.

2.1 Numerical Scheme. For solving the governing equa-
tions ~2! we use a three-level time splitting scheme, Adams–
Bashforth and Crank–Nicolson discretization of the nonlinear and
viscous terms:

a! explicit step

u* 2ul

Dt
5

Dp

rL
ez2F3

2
~ul

•¹!ul2
1

2
~ul 21

•¹!ul 21G2¹P l1f l 11/2,

(5)

b! viscous step

u** 2u*

Dt
5n

1

2
~¹2ul1¹2u** !, (6)

c! pressure correction step

ul 112u**

Dt
52¹f, ¹•ul 1150. (7)

It is readily seen from Eqs.~5!–~7!, that upon executing a time
step, the advanced-in-time pressure gradient is

¹pl 1152
Dp

rL
ez1¹P l 11, (8)

where

¹P l 115¹P l1¹S f2Dt
n

2
¹2f D . (9)

Following the immersed-boundary approach developed by Kim
et al. @6#, a provisional velocity field,ũ, is first computed from

ũ2ul

Dt
5

Dp

rL
ez2F3

2
~ul

•¹!ul2
1

2
~ul 21

•¹!ul 21G1n¹2ul2¹P l .

(10)

Let us denote byxf the grid points nearest to the boundary surface
and located inside the immersed body. At these points, the values
ũ5uf are re-evaluated by choosinguf to satisfy the no-slip bound-
ary condition ũ50 for the provisional velocity at the boundary
surface pointsx5xS . For that purpose,uf is computed by inter-
polating the velocity values ofũ, obtained at the staggered grid
points of a computational cell containing the immersed-boundary,
onto the boundary pointx5xS . Then, the forcing term in Eq.~5!
is computed from

f l 11/25
uf2ul

Dt
2

Dp

rL
ez1F3

2
~ul

•¹!ul2
1

2
~ul 21

•¹!ul 21G2n¹2ul

1¹P l (11)

at x5xf, otherwise~at xÞxf), f l 11/250.
The incompressibility constraint Eq.~7! leads to the Poisson

equation1 for f. We recall that according to the immersed-
boundary technique, the Helmholtz equation~6! for a provisional
velocity field,u** , and the Poisson equation forf are defined in
the entire computational domain without the obstacle~an orifice!.
We assume the periodicity inz-direction for bothu** andf. At
the pipe’s wall we impose no-slip conditions foru** and the
Neumann conditions forf, f r(r 5R,z)50. All variables are as-
sumed to be axisymmetric. The standard Poiseuille parabolic ve-
locity profile, uz

0512r 2, is used as the initial conditions.

2.2 Accuracy of the No-Slip Boundary Condition. When
implementing the no-slip boundary condition, the immersed-
boundary method introduces an error. To estimate this error, the
L2-norm of the velocity components with respect to the values
prescribed at the boundary points have to be monitored in time.
For an axisymmetric flow with motionless boundaries, as consid-
ered in this paper,u5(ur ,uz). The L2-norm error in the no-slip
condition for each velocity component is defined in the root-mean
square form

L2~w!5A 1

Nb
(
i 51

Nb

wi
2, (12)

wherew5ur or uz andNb is the number of selected points speci-
fying the boundary. Results of computations can be considered
reliable only if the no-slip boundary condition is satisfied with
reasonable accuracy.

To control the accuracy, the fluid velocity was monitored on the
immersed boundary surface. Figure 2 shows theL2(ur) and
L2(uz) norms computed at the orifice’s surface for a steady flow.
One can see that the no-slip boundary condition is imposed with
machine accuracy. In the Introduction we noted that, applying the
immersed-boundary method, the no-slip condition is gradually at-
tained during the time-stepping computing procedure. Steady
flows are relatively simple to simulate by the immersed-boundary

1The forcing points are located on the immersed boundary or inside the body.
Therefore, the cell containing the immersed boundary does not satisfy the mass
conservation and a source/sink,q, must be introduced for these near-boundary cells.
This means that in Eq.~7! the incompressibility constraint should be, speaking gen-
erally, written as¹•ul 115q. For details see Ref.@6#.

Fig. 1 Schematic design of a pipe with an orifice
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method. For the pulsatile flow considered in this paper, Fig. 3
shows the typical time-history of theL2-norm error in the no-slip
condition. To clearly show the second-order error in the no-slip
condition, theL2-norm is plotted in Fig. 4 againstDt2. Accurate
implementation of the no-slip boundary condition is important for
predicting the development of a recirculating bubble behind an
orifice. The size of recirculation regions can be estimated by
means of zero-vorticity contours. The computations performed by
us confirm the existence of two secondary eddies at the orifice-
wall corners in addition to the main recirculation bubble~see Fig.
5!. One can see that the rear secondary eddy at the corner is
extremely small. Such small eddies always take place for flows
through orifices and over forward- or backward-facing steps. For
flow through a pipe orifice, even for moderate Reynolds numbers,
the size of the upstream eddy is much smaller than that of the
main downstream eddy@7#. The prediction of small secondary
corner eddies is an important test for spacial resolution used for
calculations. In our case, it is also a test for demonstrating the
capability of the applied direct forcing immersed-boundary ap-
proach.

2.3 Verification of the Numerical Scheme. The numerical
scheme has been applied for simulating a steady laminar flow

through a pipe orifice@7# ~the results obtained in Ref.@7# are also
cited by White@8#!. As noted earlier, in all calculations, the com-
putational domain length,L, has been set large enough and the
fully developed Poiseuille velocity profile has been established at
the outlet. Therefore, despite the imposed periodicity in the
z-direction, our calculations are equivalent to those that specify
the Poiseuille velocity profile at pipe’s inlet–outlet. In Ref.@7#,
numerical solutions of the Navier–Stokes equations have been
obtained using the vorticity-stream function formulation, and the
finite-difference equations were solved by iterations. Mills@7# em-
ployed a special treatment of the sharp orifice corners using Th-
om’s approximation for the wall vorticity.

In this study, we calculated the discharge coefficientCd through
a pipe orifice as is defined in Ref.@7#:

Cd5
1

2
A rUm

2

2~p12p2! F S D

d D 4

21G , (13)

where,D is the pipe’s diameter,d is the orifice’s inner diameter,
Um is the mean velocity,p12p2 is the pressure drop across the
orifice computed using the integration path of Ref.@7#. The dis-
charge coefficient for different Reynolds numbers (Re052 Rem) is
shown in Fig. 6. One can see that our results are in very good
agreement with the experimental data presented in Ref.@7#.

In Fig. 7 we show streamlines and vorticity contours for a
creeping flow, Rem50.01. As in Ref.@7#, the flow pattern is per-

Fig. 2 L 2-norm error in the no-slip boundary condition; steady
flow

Fig. 3 Time history of the L 2-norm error in the no-slip bound-
ary condition; pulsatile flow

Fig. 4 L 2-norm error in the no-slip boundary condition vs Dt 2;
pulsatile flow

Fig. 5 Vorticity contours
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fectly symmetric with two small eddies present in the orifice-wall
corners. The size of the eddies is about half of that of the orifice
size.

Sisavath et al.@11# recently numerically studied a creeping flow
through a ring-type constriction in a pipe. Davis@12# derived a
semianalytical~though quite cumbersome! solution for the total
velocity in the form of a disturbance flow to the steady Poiseuille
flow. Sisivath et al. presented the results of Wang@13# for a flow
through a thin annular disc. In Figs. 8~a! and 8~b! we compare our
results with those obtained by Sisavath et al.@11# and in Refs.
@12,13#. The results of Refs.@12,13# are reproduced by us as pre-
sented in Ref.@11#. In Ref. @12#, the additional pressure drop due
to the constriction,Dpc , and the maximum~centerline! velocity
excess,DUc , have been computed for orifice ratiosd/D50.2
40.9. Sisivath et al.@11# suggested a simple approximation for
the excess pressure drop,Dpc . Very good agreement of the results
obtained by Davis@12# with those in Ref.@11# was found ford/D
between 0.4 and 0.6. For severe constrictions (d/D,0.25), the
discrepancy is large. Sisavath et al.@11# explained this by possible
substantial numerical errors in implementing the semianalytical
solution in Ref.@12#.

In Figs. 8~a! and 8~b! we present the results obtained for a
pressure drop,Dpc , and the centerline velocity,DUc , excesses
due to the pipe constriction that were computed for two orifice
widths, h51/32 andh51/64. One can see that the results are
practically identical which indicates that in our calculations the
orifice width was set small enough for comparing our results with
those of Davis@12# and Wang@13# obtained for an annular zero
thickness orifice and reproduced in Ref.@11#. In Fig. 8~a! we show

results for the pressure drop excess,Dpc . The solid line in Fig.
8~a! corresponds to the approximation suggested in Ref.@11#:

r 1
3Dpc

8mQ0
53@12~d/D !2#, (14)

wherer 15d/2. In Fig. 8~b! the centerline velocity excess,DUc ,
is compared with that of@12# ~cf. Table 1 in@12#!. The agreement,
as can be seen, is excellent.

3 Results and Discussion

3.1 Flow Characteristics. We have used the mean velocity,
Um , and the pipe radius,r 0 , as the characteristic velocity and
length, respectively. The balance between the local and convective
acceleration, inertia and viscous forces in the governing equations
~2! is characterized by the nondimensional parameters:

• v* 5
vr 0

Um
}

]u/]t

~u•¹!u
local versus convective acceleration

• Rem5
UmD

n
}

~u•¹!u

n¹2u

Reynolds number, nonlinear versus viscous terms

• Ws25
vr 0

2

n
5

v* Rem

2
}

]u/]t

n¹2u
Womersley number

Fig. 7 Creeping flow. Streamlines and vorticity contours,
RemÄ0.01.

Fig. 6 Discharge coefficient, Cd . 1—experiment, 2—present,
3— Ref. †7‡.

Fig. 8 Creeping flow. Dimensionless „a… pressure drop Dp c and „b… maximum velocity excess
DUc vs d ÕD.
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The Womersley number,Ws5r 0(v/n)1/2, is a measure of oscil-
lating effects in a flow. In this section we present different char-
acteristics~Z! in the form ofZ5Z(Ws;Rem). Hereafter, the aster-
isk for v is omitted and all parameters are nondimensionalized.
The following comments might be useful for interpretation of the
results. Let us consider two classes of results:

i. Z is independent of Rem : nonlinear effects are negligible;
ii. Z is independent ofWs at given Rem : flow is quasi-

stationary.

From the first class, one can distinguish flows withv@1, when
the induced local acceleration is much larger than the convective
one. We call such flows ‘‘fully oscillating’’ flows. An incompress-
ible viscous fluid that is forced to move under a pulsating pressure
difference has several features. One is that an oscillating fluid has
a phase shift,f, with respect to the imposed pressure difference.
There are fundamental differences between a pulsating flow in-
duced by low- or high-frequency pressure gradient oscillations.
The first limiting case of low-frequency oscillations, where the
Womersley number,Ws, is small, means that the velocity varies
very slowly with time, and the derivative term]u/]t in the gov-
erning equation of motion can, therefore, be neglected. Thus, the
viscous term in the governing equation is balanced by the imposed
pressure gradient term. Consequently, the velocity varies periodi-
cally in the same phase as the pressure gradient. A flow induced
by slow pressure oscillations can be considered as a quasi-
stationary flow. In contrast, for high-frequency oscillations, where
Ws is large, the viscous term can be neglected everywhere except
in the very narrow layers near the walls. The width of these layers
is of the order of magnitude of the depth of penetration of the
viscous wave,d}(n/v)1/2. This case is typical for boundary lay-
ers when at a certain distance from the wall the fluid moves as if
it was frictionless. This implies that the unsteady term]u/]t in
the governing equations is balanced~except in the narrowd-layer!
by the imposed oscillating pressure gradient term, i.e., the terms
r]u/]t and2]p/]z are of the same order of magnitude. There-
fore, at a large distance from the wall the fluid is forced to move
with a phase shift~lag! of 90° with respect to the exciting pressure
gradient.

The pulsating flow in a pipe without an orifice is well-known
since Sexl’s paper@9# published in 1930. In this case, a flow is
fully developed,V5(0,0,w), the nonlinear term in Eq.~2! van-
ishes,P[0, and the solution forw(r ,t) reads@8#

w~r ,t !5
Dp0

4mL
~r 0

22r 2!1Real@ŵ~r !e2 ivt#, (15)

where

ŵ~r !5
Dp0gp

rLv F J0~rAiv/n!

J0~r 0Aiv/n!
21G . (16)

In the past, numerical implementation of the expression~16!,
which includes a Bessel function with an imaginary argument,
was carried out by hand using tables, which required quite cum-
bersome calculations. Now fortunately, this can be easily calcu-
lated using standard computer software. This solution obviously
shows that the flow rateQ(t)52p*0

r 0w(r ,t)rdr has a phase shift
with respect to the imposed oscillating pressure and, therefore,
can be written as

Q~ t !5Q0@11gQ sin~vt1fQ!#. (17)

For a flow through a pipe orifice, the velocity field is not fully
developed, which means thatV5@u(r ,z,t),0,w(r ,z,t)#, and the
convective~nonlinear! term in Eq.~2! is not equal to zero. The
latter means that a solution to~2! cannot be written asV
5V0(r ,z)1V̂(r ,z)eivt, and, speaking generally, is not phase-
shifted with respect to the imposed pressure. However, for flows
with relatively low Reynolds numbers, one can expect that the

nonlinear term will weakly contribute to the flow global charac-
teristics. In this study, we present any computed property,Z(t), in
the form

Z~ t !5Z0~11gZdZ~ t !!, (18)

wheredZ(t) is a periodic function;dZ
max anddZ

min are11 and21,
respectively. To estimate the phase shift between a computed
property,Z(t), and the imposed pressure difference oscillations,
Dp(t), we approximateZ(t) by Z̃(t)

Z~ t !'Z̃~ t !5Z0~11gZ sin~vt1fZ!!. (19)

For low-Reynolds number flows and negligibly minor nonlinear
effects, a phase (Dp,Z)-plane instantaneous states plot is very
close to the phase (Dp,Z̃)-plane trajectory. This trajectory being
properly nondimensionalized by

ap~ t !5
Dp~ t !2Dp0

gpDp0
[sin~vt !,

(20)

b Z̃~ t !5
Z̃~ t !2Z0

gZZ0
[sin~vt1fZ!.

is a phase shift ellipse defined in@10#. The (ap ,b Z̃)-phase plane
ellipse, Eq.~20!, deserves some comments. It is defined in the
Ox8y8 coordinate system by

x82

a2
1

y82

b2
51, a5A2 cosS fZ

2 D , b5A2 sinS fZ

2 D , (21)

where

x85
A2

2
~ap1b Z̃!, y85

A2

2
~2ap1b Z̃!, (22)

anda52A2 cos(fZ/2) for fZ.p.
The limiting case of very slow oscillations (Ws!1) means that

the induced velocity field has no phase shift with respect to the
imposed pressure oscillations, i.e.,fZ50 and a51, b50. The
latter implies that the (ap ,b Z̃)-phase plane trajectory is a degen-
erate ellipse flattened into an almost straight lineb Z̃(t)5ap(t),
which means completely in-phase trajectories. IncreasingWs
leads to increased phase shiftfZ , which widens the flattened
ellipse up to a circle (fZ5p/2, a5b51). Further increasingWs
may be followed by increased phase shifts up tofZ5p and a
50, b51. This is the case when the (ap ,b Z̃)-phase plane trajec-
tory is degenerated into a straight lineap(t)1b Z̃(t)51. As fol-
lows from this expression,ap(t) andb Z̃(t) trajectories are oppo-
site in phase. Finally, we note that for 0,fZ,p, the phase plane
time trajectory of the (ap ,b Z̃) instantaneous states iscounter-
clockwise, but for fZ.p it is clockwise.

In Fig. 9, the phase shift,fQ , is shown as a function of the
Womersley number,Ws, for moderate constriction,d/D50.75.
One can see that the data scattering is insufficient, which means
that the phase shift is practically independent of the Reynolds
number. In other words, for the considered range of Reynolds
numbers, the nonlinear effects are negligible ford/D50.75 and
the phase shift of the induced flow rate differs slightly from that
for an oscillating flow in a pipe@9#. In Fig. 10 we present the
phase shift data ford/D50.5. From Fig. 10, we can clearly see
the dependency on the Reynolds number and that the phase shifts
are decreased in comparison with those obtained for a pipe flow.
In Figs. 11 and 12, we present the amplitude,gQ , of the induced
flow rate for different Reynolds numbers as a function of the
Womersley number,Ws. Independence ofgQ on the Reynolds
number shows that the contribution of nonlinear terms is negli-
gible. This is clearly seen for practically the entire range of the
considered Womersley numbers at a moderate constriction,d/D
50.75. For a relatively large constriction,d/D50.5, Fig. 12, this
can be observed forWs.4. On the contrary, from Fig. 12, one
can see that for slow oscillations (Ws,3) gQ does depend on the
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Reynolds number. For comparison, in Figs. 11 and 12, we show
by the dashed line thegQ /gp ratio for a pulsatile flow in a circular
pipe, as derived from Sexl’s solution~15!. It can be shown from
Eqs. ~15!–~17! that for a pulsating flow in a pipe,gQ→gp and
gQ→0 for slow and fast imposed pressure oscillations, respec-
tively. Indeed, for very slow oscillations~with no local accelera-
tion!, the viscous forces due to the induced velocity field are bal-

anced by the imposed pressure oscillations. This means that the
amplitude of the induced oscillations is proportional togp , and,
consequently,gQ}gp . ~The equalitygQ5gp at v!1 is a matter
of proper nondimensionalization.! For a flow through a pipe ori-
fice, one can expect thatgQ5adgp at v!1, whenad depends on
the constriction ratiod/D. From Fig. 11, we findad'1.0 for
d/D50.75, which means that the nonlinear effects are negligibly
weak. For ‘‘a fully oscillating’’ flow (Ws@1), the local accelera-
tion term,]u/]t, is dominant. Moreover,]u/]t}v and, as a re-
sult, the amplitude of the induced oscillations is proportional to
1/v, and, therefore,gQ→0 for Ws@1.

For a flow through a pipe with a ring-type constriction~an
orifice!, a recirculating flow~a bubble! develops behind an orifice.
The recirculation bubble length (Lb) oscillates in time, however,
due to the nonlinear effects, one cannot expect thatLb(t) behaves
likewise Eq.~17!. Our calculations showed that for the range of
the parameters considered in this studyLb is of the formLb(t)
5Lb0@11gLd(t)#; d(t) is a periodic function~very close to
sin(vt1fL)); anddmax anddmin are11 and21, respectively. The
time-averaged recirculating bubble length (Lb0) is independent of
the Womersley number@10#. In Fig. 13 we show the length of this
bubble,Lb05 l 01kL Rem , which grows linearly with the Reynolds
number. Moreover, a small recirculating bubble (l 0) exists for
creeping flow~Re'0! also, which agrees with the previous calcu-
lations cited in White@8#. The constantskL and l 0 for different
constriction ratios are presented in Table 1.

Fig. 9 fQ vs Ws , d ÕDÄ0.75, solid line—Sexl †9‡

Fig. 10 fQ vs Ws , d ÕDÄ0.5, solid line—Sexl †9‡

Fig. 11 gQ Õgp vs Ws , d ÕDÄ0.75

Fig. 12 gQ Õgp vs Ws , d ÕDÄ0.5

Fig. 13 gLL b0 vs Rem , WsË3
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The absolute amplitude (gLLb0) of the oscillating separation
bubble for Ws,3 is shown in Fig. 14. The separation bubble
growth reveals the linear dependency on Rem , and, therefore, such
regimes could be considered as quasi-stationary. From Fig. 14, we
can see that for relatively small constrictions (d/D.0.75) and
low-Reynolds numbers (Rem,15), the absolute amplitude
(gLLb0) of the oscillating separation bubble is very small, in fact
less than 0.02. To estimate the phase shift (fL) between theLb(t)
and Dp(t) trajectories, we use the approximation defined in Eq.
~19! for Z[Lb . In Figs. 15 and 16, the phase shift,fL , is shown
as a function of the Womersley number,Ws, for constrictions of
d/D50.75 andd/D50.5, respectively. One can see that the data
is practically independent of the Reynolds number for Re,14.
Note thatfL.p for relatively fast oscillations (Ws.7), indicat-
ing that the induced oscillations of the recirculation bubble and
the imposed pressure oscillations are opposite in phase. Figures 15
and 16 show that the phase shift is practically independent of the
Reynolds number for Re,9. We can see that for the limiting case
of very fast oscillations (Ws@1), fL→5p/4.

In Figs. 17 and 18 we showLb(t) versusDp(t) and Lb(t)
versusQ(t) instantaneous phase plane states, respectively. In Fig.
17, the arrows mark the time trajectories, which are counter-
clockwise and clockwise forWs53 and 11, respectively. Accord-
ing to our calculations, relatively low-oscillation regimes (Ws
,3) can be considered as quasi-steady. In Fig. 18 both trajecto-

ries are counter-clockwise due to the phase shift between the in-
duced flow and separation bubble oscillations was less thanp.
The states marked by ‘‘a’’ and ‘‘b’’ have the same recirculation
bubble length, but belong to the cycle branches of decreasing and
increasing bubbles, respectively. In Fig. 18, we can see that for
high oscillation flows, the deceleration cycle is characterized by
increasing separation bubbles.

Table 1 L b0Ä l 0¿k L Rem ; k L , l 0 for different constriction ra-
tios, d ÕD

d/D kL l 0

0.5 0.069 0.233
0.625 0.025 0.249
0.75 0.007 0.194

Fig. 14 L b0 vs Rem

Fig. 15 fL vs Ws , d ÕDÄ0.75

Fig. 16 fL vs Ws , d ÕDÄ0.5

Fig. 17 L b„t … vs Dp „t …, RemÄ14, d ÕDÄ0.5

Fig. 18 L b„t … vs Q„t …, RemÄ14, d ÕDÄ0.5
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4 Summary
In this paper, a pulsatile laminar flow of a viscous, incompress-

ible fluid through a pipe with a sudden constriction~an orifice!
was simulated by an immersed-boundary method. The flow is
driven by an imposed sinusoidally varying pressure difference,
Dp(t) and governed by the balance between the local accelera-
tion, inertia and viscous forces. Flow characteristics~Z! are pre-
sented in the form ofZ5Z(Ws;Rem), where the Wormersley
number,Ws, is a measure of oscillating effects.

For a pulsatile flow through a pipe orifice, an oscillating recir-
culation bubble develops behind the orifice. The induced flow
rate,Q(t), the recirculation bubble length,Lb(t), as well as their
phase shift (fQ ,fL) with respect to the imposed pressure differ-
ence have been computed for different constriction ratios, Wom-
ersley (Ws) and Reynolds (Rem) numbers. The presented results
allow to distinguish regimes with negligibly minor nonlinear ef-
fects and those which can be considered as quasi-steady ones.
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Numerical Simulation of
Incompressible Laminar Flow
over Three-Dimensional
Rectangular Cavities
This paper presents results of investigations of unsteady incompressible flow past three-
dimensional cavities, where there is a complex interaction between the external flow and
the recirculating flow inside the cavity. A computational fluid dynamics approach is used
in the study. The simulation is based on the solution of the unsteady Navier-Stokes equa-
tions for three-dimensional incompressible flow by using finite difference schemes. The
cavity is assumed to be rectangular in geometry, and the flow is assumed to be laminar.
Typical results of computation are presented, showing the effects of the Reynolds number,
cavity geometry, and inflow condition on the cavity flow fields. The results show that high
Reynolds numbers, with deep cavity and shallow cavity flows can become unsteady with
Kelvin-Helmholtz instability oscillations and exhibiting a three-dimensional nature, with
Taylor-Görtler longitudinal vortices on the floor and longitudinal vortex structures on the
shear layer. At moderate Reynolds numbers the shallow cavity flow is more stable than
deep cavity flows. For a given Reynolds number the flow structure is affected by the
thickness of the inflow boundary layer with a significant interaction between the external
flow and the recirculating flow inside the cavity.@DOI: 10.1115/1.1845531#

1 Introduction
Fluid flow past cavities on solid surfaces is a topic of significant

interest in a range of engineering applications. Aircraft configura-
tions include cavities as an integral part of design, manufacture,
and performance. Examples of such configurations include
landing-gear wells, bomb bays, uncovered cavities to house opti-
cal instruments, and junctions between surfaces, to name a few.
Cavity phenomena can also be observed on a much larger scale,
for example, around the channel gates or harbor entrances@1,2#.
The presence of a cavity generates unsteady velocity, density, and
pressure fluctuation@3#, the impact of which may extend down-
stream of the cavity. Large levels of pressure fluctuation associ-
ated with cavity flows result in buffeting~i.e., a response of the
structure to pressure fluctuation! leading to structural failure. De-
velopment of control techniques to reduce the adverse effect of
cavity flows requires a fundamental understanding of aerodynam-
ics of complex flow over such a geometry@4#. Cavity flow is also
a topic relevant to aeroacoustics~noise generation! and transition
studies.

During the past decades, both experimental and computational
studies have been conducted into the cavity-flow physics. These
studies were mainly focused on compressible, particularly super-
sonic flows~see, for example,@5–11#!. Although there have been
some studies considering incompressible cavity flow, these were
mainly focused on flow inside or around two-dimensional~2D!
cavities~see, for example,@12–15#!, and there has been very few
investigations on flowinside a three-dimensional~3D! cavity
known as a lid-driven cavity~see, for example,@16–19#!.

The computational study of 2D incompressible cavity flow be-
gan in the 1960s. Early studies assumed steady flows. Examples
of these studies include the pioneering work by Burggraf@20#, by
Weiss and Florsheim@21#, and by Pan and Acrivos@22#. More
recent studies on steady cavity flow can be found from Nallasamy

and Prasad@23#. For unsteady incompressible cavity flow, Mehta
and Lavan@12# calculated the flow in a 2D channel with a rect-
angular cavity. They solved the Navier-Stokes~NS! equations for
a laminar flow in terms of the stream function and vorticity for the
Reynolds number from 1 to 1500 and cavity length-to-depth ratios
of 0.5, 1.0, and 2.0. Wood@15# investigated the use of a multi-grid
approach to calculate 2D viscous flow within rectangular cavities.
Gustafson and Halasi@24# studied the time-dependent solution of
the 2D lid-driven cavity problem for moderate to high Reynolds
numbers. Pereira and Sousa@14# investigated the computation of
unsteady flow, with a moderate Reynolds number, past a 2D open
shallow rectangular cavity. The computation results revealed the
destabilization of the flow field and the eddy shedding from the
recirculating region due to the coexistence of the unstable shear
layer with the recirculating flow field. The roll-up of the separat-
ing layer is a result of the Kelvin-Helmholtz~K-H! instability.

Unlike the 2D incompressible cavity flow, research on 3D cav-
ity flow, so far has appeared, to be limited to the study of the flow
fields within the cavity driven by a moving lid~i.e., lid-driven
cavity flow! @19#. Experimentally, Aidun et al.@25# investigated
the global stability of a lid-driven cavity with throughflow by flow
visualization studies. Maull and East@26# reported their experi-
mental results considering flow within 3D deep cavities using
three different low-speed wind tunnels. Further, East@27# found
that under certain conditions regular oscillations at particular fre-
quencies can be observed inside the cavity. Pan and Acrivos@22#
provided visualizations of the flow in a lid-driven cavity with a
width-to-length ratio of 1. More recently, Koseff and Street
@19,28,29# studied a shear-driven, recirculating flow in a lid-
driven cavity. They found that the flow was three-dimensional and
exhibited regions where Taylor-type instabilities and Taylor-
Görtler-like vortices ~i.e, Taylor-Görtler longitudinal vortices
~TGL!! were present@30#.

Based on a computational fluid dynamics~CFD! approach, De
Vahl and Mallison@31# first demonstrated the 3-D structure of a
lid-driven cavity flow numerically for a rectangular cavity atRe
5100. Freitas et al.@30# simulated flow in a 3-D cavity and stud-
ied the nonlinear transport phenomena in a complex recirculating
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flow @32# for large Reynolds numbers~e.g.,Re53,200). In their
computational results the TGL vortices were observed and have a
good agreement with the experimental results@32#. Cortes and
Miller @17# also studied the lid-driven cavity flow based on a
numerical method. Chiang, Hwang, and Sheu studied the end-wall
corner vortices in a lid-driven cavity@16# and revealed the major
role played by the end vortices in the spanwise transport.

Flows past cavities are susceptible to oscillations. The oscilla-
tions observed at high Mach numbers are influenced by compress-
ibility wave or free surface wave effects, and by the coupling of
the oscillations of the shear layer over the cavity with the flow
inside the cavity. Some flow oscillations appear to be controlled,
wholly or in part, by the acoustic modes of the cavity@3#. For
incompressible flows, the oscillations~i.e., the K-H instability! are
caused by the interaction between the shear layer and the recircu-
lating flow within the cavity. Due to the K-H instability in the
shear layer, unsteady vortical structures are generated, which con-
vect across the cavity to produce fluctuations in velocity, density,
and pressure, leading to the destabilization of the flow field@33#.
A laminar boundary layer flow over a cavity may undergo transi-
tion in the shear layer to turbulence downstream of the cavity
~e.g., @5,34–36#!. Lid-driven cavity flow only models the flow
field inside the cavity and does not take into consideration the
interaction between the shear layer and the recirculating flow in-
side the cavity@10#.

This paper presents a numerical study into the problem of in-
compressible laminar flow passing a 3D rectangular cavity with a
view to understanding the complex nature of the flow and the 3D
structure of shear layer. The study was based on the solution of the
unsteady 3D incompressible NS equations by using finite differ-
ence schemes. The study included on the flow field the effects of
Reynolds numbers, cavity geometry, from open deep cavity to
open shallow cavity; and different inflow conditions, particularly
laminar Blasius boundary layer inflow with different boundary
layer thickness.

This paper is organized as follows. Section 2 introduces the
methodology used in the study, including the governing equations
and numerical methods. Section 3 addresses the validation results
of the code that is used to carry out the simulation. In Sec. 4, the
results of computation of incompressible laminar flow past 3D
rectangular cavities are presented. Finally, in Sec. 5, a summary of
the investigations presented in the paper is provided.

2 Methodology

2.1 The Cavity. Figure 1 shows the geometric configuration
of the rectangular cavity used for computation. The cavity has
lengthL, width W, and depthD, and has the characteristic of an
open cavity~i.e., D/L.0.1 @33#!. The Cartesian coordinate sys-
tem is used to define the problem, as shown in Fig. 1. Following
convention, the three axis directions,x, y, andz, are also referred
to as longitudinal, lateral, and normal directions, respectively. Be-

cause simulating the half-cavity flow is valid and cost-effective
@4,9,30#, it is assumed that the flow is symmetric with respect to
the longitudinal-normal center plane~i.e., the x-z plane at y
50), therefore only a half span of the cavity is chosen for the
computational domain. This will be considered in the discussion
of the results.

2.2 Governing Equations. The governing equations are
based on the 3D, unsteady, incompressible NS equations. In Car-
tesian coordinates, these equations can be written, in a nondimen-
sional form, as

¹•uW 50 (1)

]uW

]t
1uW •¹uW 52¹p1

1

Re
¹2uW (2)

where, based on reference lengthL, free stream velocityU` and
density r` , uW 5uW (xW ,t) is the nondimensional velocity vector,
which is a function of the nondimensional coordinate vectorxW and
the nondimensional timet; p5p(xW ,t) is the nondimensional pres-
sure; andRe5U`L/n is the Reynolds number, whereL is the
length of the cavity andn is the kinematic viscosity.

One of the primary difficulties for solving Eqs.~1! and~2! is to
couple changes in the velocity field with changes in the pressure
field while satisfying the continuity condition, Eq.~1!. To over-
come this difficulty, a pressure Poisson equation is established to
obtain the pressure field@37#. The Poisson equation is formed by
taking the divergence of the momentum equation, Eq.~2!, giving

¹2p5¹•S 1

Re
¹2uW 2uW •¹uW D2¹•S ]uW

]t D (3)

At any time step, the pressure field is obtained by solving Eq.~3!
based on the velocity field obtained at a previous time step. The
obtained pressure field is then used to derive a new velocity field,
which is then used to obtain a new pressure field. This iteration
process continues until the obtained velocity field satisfies the
required continuity condition. In this method, the velocity and
pressure are indirectly coupled.

2.3 Numerical Method. The second-order implicit Crank-
Nicolson finite difference scheme is implemented in the present
computation, with second-order accuracy in both time and space.
To ensure the time accuracy, which is of particular importance for
computing unsteady flows, a sub-iteration method@8# has been
used. At each time step the computation involves the solution of a
linear algebraic system with a tridiagonal matrix. This can be
efficiently solved using the alternating direction implicit method,
which is the method employed in the present computation.

With reference to Fig. 1, a laminar Blasius boundary layer in-
flow condition is considered. The inflow condition is specified
along the free stream flow direction~i.e., thex direction!, assum-
ing that they andz component velocitiesv andw are zero.

The flow variables at the outflow boundary and outer bound-
aries are specified by zero normal derivatives at each subiteration
step ~i.e., ]uW /]t1C]uW /]n50). No-slip boundary condition is
used on solid surfaces. At the plane of symmetry~i.e., thex-z
plane withy50), the component velocityv is set to be zero and
the other flow variables are obtained by extrapolation. The entire
flow field above the cavity is initialized with the inflow condition,
and the flow field within the cavity is initialized to zero. The
initial pressure is set to its free stream value.

A nonuniform grid is used for all three directions. Specifically,
3D Cartesian grids are generated with clustering of nodes near
walls and in the shear layer region. These clustered nodes account
for greater gradients in velocity and pressure in these regions.
Figure 2 shows an example, in which the grid resolution in the
longitudinal, lateral and normal directions for the computation
domain of the cavity withD/L50.25 andW/L53 is 130374
371.

Fig. 1 Geometry of the rectangular half-span cavity used for
computation
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3 Code Validation
The code has been examined using both analytical and numeri-

cal examples, including:~a! a cubical lid-driven cavity of unit
length, with a Reynolds numberRe51000, compared to the pre-
dictions by other methods@16#; ~b! flat plate boundary layer flow,
compared to the laminar Blasuis flat solution; and~c! flow past a
2D open rectangular cavity, compared to the predictions by For-
ristal @38# validated by the commercial software packageFLUENT

and by experiments. All those validation studies indicate good
agreements between the results produced by the present code and
the predications published by other researchers@41#. Computa-
tional results based on different grid resolutions and time steps are
compared, to show that the results presented in this paper are grid
independent@42#.

The code has been further validated for the problem of viscous
flow in a 3D lid-driven rectangular cavity, studied by Chiang et al.
@16# and by Freitas et al.@30#. The results of computation based
on the present code were proven to be very close to those reported
in @16#. As an example, Fig. 3 shows the TGL vortices predicted
by the present method on they-z planes atx50.6. These results
are very similar to those observed in@16#. Furthermore, the TGL
vortex structure captured by the present code also conforms to
those predicted by Freitas et al.@30#.

4 Results and Discussion
Open cavity flows arise, typically, atD/L.0.14 and are char-

acterized by unsteady velocity, density, and pressure fluctuation.
Open cavities are commonly classified into ‘‘deep’’~with D/L
>1) and ‘‘shallow’’ ~with D/L,1). Open cavity flow fields are
remarkably complicated, with the internal and external regions
that are coupled via self-sustained shear layer oscillations.

This section describes the Results of computation of incom-
pressible laminar flow past a 3D open rectangular cavity, based on
the CFD approaches described above are shown in Figures 4–12,
the geometry of the cavity was rectangular cavity~Fig. 1!.
Throughout the computations, a grid size of 130374371 has
been used for the computation domain and symmetry abouty
50 is assumed. The following flow fields have been considered:

1. ‘‘Deep’’ cavities, with varying Reynolds numbers, assuming
a thin boundary layer inflow;

2. ‘‘Deep’’ cavities, with two different inflow conditions—thin
boundary layer inflow and laminar Blasius boundary layer
inflow, for a given Reynolds number;

Fig. 2 Grid structures for computation

Fig. 3 Velocity vectors on the y -z planes at xÄ0.6, for flow in
a 3D lid-driven rectangular cavity, with DÕLÄ1, WÕLÄ3, and
ReÄ1,500, tÄ246. The results are in good agreement with
those predicted in †16‡
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3. ‘‘Shallow’’ cavities, with varying D/L ratios and varying
Reynolds numbers, assuming a laminar Blasius boundary
layer inflow.

This research aims to understand the effects of the cavity geom-
etry, Reynolds number, and the upstream boundary layer thickness
on the flow fields for laminar flow past a 3D rectangular cavity.

4.1 Open Deep Cavity Flows. Two aspects of open deep
cavity flows are discussed in the following sections. The results
compared toD/L51 andW/L53. This study is focused on two
aspects:~1! The effect of the Reynolds number on the flow fields
and~2! the effect of the inflow condition on the flow fields, for a
given Reynolds number. For the second problem, the effect of the
boundary-layer thickness at upstream lip of cavity on the flow
structure has been investigated.

4.1.1 Effect of Reynolds Numbers.In computation of lami-
nar flow past the cavity with varying Reynolds numbers from
3000 to 10,000, a uniform inflow condition~i.e., inflow velocity
U` is constant atx521) was assumed so that a thin laminar
boundary layer was developed at the lip of the cavity.

The streamwise instantaneous velocity vectors, corresponding
to the Reynolds numberRe53000, and 10,000, respectively
@Figs. 4~a! and 4~b!#, indicate the K-H instability in the shear
layer, due to the interaction between the external flow and the
recirculating flow within the cavity. This instability is promoted
by the inflection in the velocityu(z) profile of the shear layer, and
is particularly strong in a free shear layer. The lid driven cavity
flow may have such inflections, due to the TGL vortices~see
below!, but the corresponding instability is weaker. As shown
from Figs. 4, the larger the Reynolds number, the stronger the
K-H instability. In Fig. 4~a!, with Reynolds numberRe53000, the
K-H instability was weak and the primary eddy was small. As the
Reynolds number was increased, the K-H instability became
stronger, as indicated by the increasingly violent shear layer os-
cillations, and the primary eddy became larger. It can be noticed
that, as the Reynolds number was increased, the occurrence of the
K-H instability was located close to the front wall of the cavity.
Vortex pairing and merging could be observed in the shear layer.
In addition, two secondary vortices can be seen in Fig. 4~b! at the
lower corners of the cavity. Both vortices were weak at a low
Reynolds numberRe53000.

The cross flow is a typical phenomena of 3D flow fields, which
could not be accurately simulated by 2D model. Figures 5~a! and
5~b! present the instantaneous cross-flow field on they-z plane at
x50.6, corresponding to the Reynolds numberRe53000 and
10,000, respectively. The differences in the cross-flow structure
between the lid-driven cavity flow and the flow past the cavity can
be identified by comparing the figure to Fig. 3, which showed the
cross-flow velocity vectors for a 3D lid-driven rectangular cavity
of the same geometry. Specifically, comparing Fig. 5~a! with Fig.
3, both being on the samey-z plane (x50.6), one can notice that,
for the flow past the cavity, the lower corner vortex was located
farther away from the corner than the same corner vortex found in
the lid-driven cavity. A further important difference between Figs.
5~a! and 3 is that the TGL vortices, which were observed in the
flows inside the lid-driven cavity withRe51500, appear in the
flow past the cavity withRe53000 rather thanRe51500. In other
words, a higher Reynolds number may be required for the occur-
rence of the TGL vortices in the flow past the cavity, in compari-
son to the flow in the lid-driven cavity. This is due to the lower
velocities inside the cavity and more effective dissipation, for flow
past the cavity.

In Figs. 5, at nondimensional timet5274, it can be seen
clearly that the TGL vortices exist on the floor and longitudinal
vortices exist near the top of the cavity. The figure has captured
some interesting vortex structures occurring within and around the
cavity, including the longitudinal corner vortices, TGL vortices
and the vortices in the free shear layer of the cavity. These are
typical 3D flow structures.

Fig. 4 Instantaneous velocity vectors on the x -z plane at y
Ä0.2, for laminar flow past a 3D open deep rectangular cavity
at tÄ274

Fig. 5 Instantaneous cross flow fields on the y -z plane at x
Ä0.6, for laminar flow past a 3D open deep rectangular cavity,
at tÄ274
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The instability on the free shear layer is not the same as the
TGL phenomena. It is due to vortex stretching of the K-H vortex
structures due to the velocityu(z) profile. The flow is extremely
unstable, as shown by Fig. 5. The transverse K-H vortex core
kinks in a wave up and down. The lower portion is in a region of
lower velocity u, and vice versa; so the vortex is stretched to a
lambdalike shape~e.g., in plan view, see Fig. 6!. The vortex in-
duced velocities have a downward component on the lower
~slowed! section and thus amplify the instability. Clearly these
shear layer vortices strongly influence the flow down the rear wall
and floor of the cavity, possibly dominating the TGL vortex struc-
ture. The interaction between these two phenomena may account
for the alternate weakening and strengthening of the vortices.

In summary, the flow is dominated by several interacting fea-
tures. The high velocity gradient flow in the shear layer above the
cavity produced small vortex structures causing the K-H instabil-
ity. These vortices are unstable and tend to kink and stretch, lead-
ing to longitudinal vortices, a typical 3D flow structure, which
partially eject to form the boundary layer downstream of the cav-
ity. A type of wall jet flows down the rear wall of the cavity,
driving the main cavity vortex. It is clear that free shear layer is a
complex 3D structure, with both K-H instability and TGL vortices
interacting. This flow would become turbulent at some higher
Reynolds number and thus strongly affect the boundary layer
downstream of the cavity.

4.1.2 Effect of Upstream Boundary Layer Thickness.This
section presents selected results of computation of laminar flow
past the cavity, assuming a laminar Blasius boundary layer inflow,
with varying boundary layer thickness at upstream lip of cavity at
x520.1. The boundary layer thicknessd is expressed relative to
the length of the cavity~i.e., L). In particular, the cavity flow
fields with d50.06, 0.11, and 0.21 were studied, respectively,
assuming a Reynolds numberRe510,000. The uniform inflow,
discussed above, is equivalent to a boundary layer inflow with a
thicknessd50.06 at upstream lip of cavity.

Figures 7 show the instantaneous vorticity contours ford
50.06, 0.11, and 0.21, respectively. Shown in the figures are the
flows on thex-z plane aty50.2, at the nondimensional timet
5288.

Figure 7~a! corresponds tod50.06, showing the K-H instabil-
ity in the shear layer due to the interaction between the external
flow and the recirculating flow inside the cavity. It reveals a vor-
tex formed from the shear layer near the rear wall of the cavity.
Figure 7~b! corresponds tod50.11, clearly showing that the oc-

Fig. 6 Instantaneous flow fields on the x -y plane at zÄ0.99, for laminar flow past a 3D
open deep rectangular cavity, at tÄ274, ReÄ3000

Fig. 7 Instantaneous vorticity contours on the x -z plane at y
Ä0.2, for laminar flow past a 3D open deep rectangular cavity,
with three boundary layer thicknesses „d… at upstream lip of
cavity, ReÄ10,000, tÄ288
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currence of the K-H instability was moved closer to the rear wall
of the cavity than it was found in Fig. 7~a!. Again, some interac-
tion between the flow in the cavity and the shear layer was seen.
But in Fig. 7~c!, corresponding tod50.21, there was no obvious
shed vortex formation, and the shear layer directly impinged on
the downstream boundary of the cavity. Compared to Figs. 7~a!
and 7~b!, Fig. 7~c! for d50.21, shows a more stable flow field in
terms of much smaller oscillations in the shear layer. In this case
the flow is almost steady.

Figures 8~a! and 8~b! show the instantaneous cross flow veloc-
ity vectors on they-z plane atx50.8 for d50.06 andd50.21,
respectively. Figure 8~a! indicates longitudinal vortices at the
floor of the cavity and in the shear layer above the cavity. This
indicates that the cavity flow fields can be complex and can ex-
hibit a strong three-dimensional nature. Figure 8~b! shows that the
cross flow became much weaker than that shown in Fig. 8~a!—
actually, it looks like a 2D cavity flow except the left hand side
wall, where upper and lower corner vortices are visible. As a
conclusion, given the Reynolds number, the cavity flow structure
is affected by the boundary layer thickness; the flow becomes
more unstable and complex as the boundary layer thickness de-
creases. It is probable that the flow would not be symmetrical
about the midplane~i.e.,y50 plane!. However the flow structures
would be similar to those computed, especially in the corners.

4.2 Open Shallow Cavity Flows. The above section stud-
ied laminar flow past open deep rectangular cavities. This section
extends this study, investigating laminar flow past open shallow
rectangular cavities, with a geometry shown in Fig. 1 withD/L
,1. This study aimed to discover the differences in flow charac-

teristics between the open deep cavity flow and the open shallow
cavity flow. For this, two problems have been addressed:~1! The
effect of the shallow cavity geometry, particularly theD/L ratio,
on the flow fields, for a given Reynolds number; and~2! the effect
of the Reynolds number on the flow fields, for a givenD/L ratio.
The results of computation have been compared to the open deep
cavity results, described in Sec. 4.1, under the same flow condi-
tions.

4.2.1 Effect of Depth-to-Length Ratio.The influence of the
cavity geometricD/L ratio on the flow fields was studied, for
laminar flow past an open shallow rectangular cavity, for a given
Reynolds number. In particular, twoD/L ratios were considered,
which wereD/L50.5 andD/L50.25, respectively; in both cases,
the width-to-length ratio of the cavity wasW/L53. The following
presents the results obtained at the Reynolds numberRe53000,
assuming a laminar Blasius boundary layer inflow.

Case 1: D/L50.5. Figure 9 shows the instantaneous flow
fields ~streamlines! at t5204. Specifically, in Fig. 9, part~a! in-
dicates the flow field on thex-z plane aty50.2 and part~b! is a
cross flow field on they-z plane atx50.7. Figure 9~a! shows the
vortices inside the cavity, including the primary vortex and a sec-
ondary vortex upstream. In addition, a K-H vortex is formed in
the front of the cavity in the free shear layer. Since the K-H and
the primary vortices rotate in a clockwise direction, a saddle point
exists in the flow field between their cores. These vortex phenom-
ena have also been found in 2D open shallow cavities@39#.

Comparing Fig. 9~a! with the results for the open deep cavity,
as shown in Fig. 4~a! for D/L51 with the same Reynolds num-

Fig. 8 Instantaneous cross flow velocity vectors on the y -z plane at xÄ0.8,
for laminar flow past a 3D open deep rectangular cavity, with two boundary
layer thicknesses „d… at upstream lip of cavity, ReÄ10,000, tÄ288

Fig. 9 Instantaneous flow fields, for laminar flow past a 3D open shallow rect-
angular cavity with DÕLÄ0.5 and ReÄ3000, at tÄ204

Fig. 10 Instantaneous flow fields on x -z planes, for laminar flow past a 3D
open shallow rectangular cavity with DÕLÄ0.25 and ReÄ3000, at tÄ204
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ber, two observations may be obtained. First, a weaker K-H insta-
bility was observed in the shear layer for the shallow cavity, than
observed for the deep cavity. Second, for the shallow cavity, the
primary vortex moved toward the rear wall of the cavity, thereby
leaving room for a much larger secondary vortex to be formed in
the upstream and the further formation of the tertiary vortex. It is
believed that these differences are due to the change in theD/L
ratio. These observations are very similar to those found for flows
with 2D rectangular cavities~e.g.,@15,40#!.

Figure 9~b! shows the instantaneous cross flow field on they-z
plane atx50.7. The longitudinal vortices were found at the top
and floor of the cavity. The structural similarity between Fig. 5~a!
~for the deep cavity at thex50.6 plane! and Fig. 9~b! ~for the
shallow cavity at thex50.7 plane! may indicate a further differ-
ence between the deep cavity flow and shallow cavity flow. The
TGL vortices would appear in a location closer to the rear wall for
the shallow cavity. TGL vortices are visible on the floor due to the
movement of the primary vortex towards the end of the cavity.
The flow exhibits 3D nature.

Case 2: D/L50.25. Figure 10~a! shows flow fields on thex-z
planes at~a! y50 and~b! y51.0, respectively. As can be seen, the

flow structures at these two planes were similar. In fact, this simi-
larity has also been found between the flow structures at other
planes for which visualizations have also been performed. Thus,
the size of the primary vortex, located downstream in the cavity,
did not change significantly with the planes except for the plane at
y51.2. This may explain why there was no significant shear layer
oscillation being found in these flow fields. These are consider-
ably different from the observations obtained earlier for the cavity
with a smallerD/L50.5, in Case 1. These indicate that, in the
case withD/L50.25 andRe53000, the flow tends to be stable,
and thus exhibits a 2D nature.

For the shallow cavityD/L50.25 the viscous effects due to the
flow seem to damp the longitudinal vortices, and also K-H insta-
bility, thus making the flow nearly two-dimensional, in the range
about 0,y,1.2. The proximity of the floor may also tend to
reduce vertical velocityw in the shear layer, thus inhibiting K-H
instability. Note that the boundary layer at the lip is virtually
identical for all cases ofD/L, so it must be the differing flow
inside the cavity that is influencing the free shear layer growth.

Based on the above two case studies, it is not difficult to find
the major differences between the shallow cavity flow field and
the deep cavity flow field. Given the same Reynolds number, it
appears that the flow field tends to become increasingly stable as
theD/L ratio is decreased. In other words, the shallow cavity flow
field seems to be more stable than the deep cavity flow field in
terms of a weaker K-H instability in the shear layer, at a Reynolds
number that is not large. However, the shallow cavity flow fields
may exhibit more complex vortical structures than the deep cavity
flow fields, as indicated by the formation of a larger secondary
vortex and a new tertiary vortex in the cavity. Moreover, as will be
shown next, as the Reynolds number is increased, the shallow
cavity flow field can become as unstable as the deep cavity flow
field.

4.2.2 Effect of Reynolds Numbers.This section studies the
influence of the Reynolds number on the open shallow cavity flow
fields, for the cavity withD/L50.25 andW/L53. In particular, a
Reynolds numberRe510,000 is considered, assuming a laminar
Blasius boundary layer inflow.

Figures 11~a! and 11~b! present the instantaneous flow fields on
two x-z planes aty50.2 andy51, respectively. Both figures
show the primary vortex and a secondary vortex upstream. In
addition, a tertiary vortex can be found in the middle of the cavity
below the free shear layer. Differences in the flow structure be-
tween these two planes could be easily found. The stronger oscil-
lation is seen aty51 plane. It is quit different from 2D cavity
flows.

Compared to Fig. 10 withRe53000, the K-H instability which
was not observed there reappeared in the shear layer in theRe
510,000 case, with the latter particularly showing a stronger K-H
instability due to the higher Reynolds number.

Figure 12 shows the instantaneous cross flow velocity vectors
for Re510,000. Twoy-z planes, atx50.8 andx51.7, are indi-
cated. Figure 12~a! shows a complex flow structure, and the lon-
gitudinal vortices were found at the floor and the top of the cavity.
These vortices, interacting with the changing primary vortex
along the lateral direction, caused the oscillation in the shear layer
at the lateral direction. These oscillations were propagated down-
stream. This is evident in Fig. 12~b!, corresponding to the cross
flow on thex51.7 plane, which is aft of the cavity. It shows the
boundary layer downstream of the cavity contains the longitudinal
vortices, as well as components of the K-H vortices. This indi-
cates that, at the higher Reynolds number, the shallow cavity flow
fields become highly unsteady and complex, and exhibit a strong
3D nature. Like the deep cavity flow, the shallow cavity flow
would become turbulent at some higher Reynolds number and
thus strongly affect the boundary layer downstream of the cavity.

As a summary, Table 1 presents all of the computations con-
ducted, showing the computation conditions and a brief descrip-
tion of the flow characteristics associated with each condition.

Fig. 11 Instantaneous flow fields on x -z planes, for laminar
flow past a 3D open shallow rectangular cavity with DÕLÄ0.25
and ReÄ10,000, at tÄ80

Fig. 12 Instantaneous cross flow velocity vectors on y -z
planes, for laminar flow past a 3D open shallow rectangular
cavity with DÕLÄ0.25 and ReÄ10,000, at tÄ204
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5 Conclusions
This paper studied incompressible laminar flow over 3D open

rectangular cavities based on the solution of the unsteady 3D in-
compressible NS equations using finite difference schemes. A
CFD code was developed for this study; the code was validated.

The cavity flow fields were studied against:~1! different inflow
conditions, i.e., laminar Blasius boundary layer inflow with differ-
ent boundary layer thicknessd; ~2! different Reynolds numbers
Re ; and ~3! different cavity geometryD/L, particularly the open
deep cavityD/L>1 and the open shallow cavityD/L,1.

The following observations were made from the study, for lami-
nar flow past a 3D rectangular cavity:

1. At high Re , typically, Re510,000, both deep cavity flow
and shallow cavity flow can become unsteady and complex, with
K-H instability oscillations in the shear layer and exhibiting a
three-dimensional nature, with TGL vortices on the floor and lon-
gitudinal vortex structures on the shear layer. It can not be simu-
lated by a 2D model.

2. The shallow cavity flow may exhibit a more complex vorti-
cal structure, with primary, secondary, and tertiary vortices within
the cavity. At low/moderateRe ~e.g.,Re53000), the shallow cav-
ity flow appears to be more stable than the deep cavity flow. In
other words, a higherRe is required for the shallow cavity flow to
become unsteady than for the deep cavity flow.

3. Given anRe , the flow structure is affected by the thickness
of the inflow boundary layer. The flow becomes increasingly un-
stable as the thicknessd decreases. At a highRe , for a smalld, the
strong K-H instability and vortex stretching cause a complex 3D
flow, implying a high potential of turbulence developing down-
stream.

4. In comparison to the flow in the lid-driven cavity, the flow
past the cavity involves several important flow phenomena, in-
cluding the shear layer oscillations due to the interaction between
the external flow and the recirculating flow inside the cavity, and
the influence of the free shear layer on the boundary layer down-
stream of the cavity. Bedsides, it is found that a higherRe may be
required for the occurrence of the K-H and longitudinal vortices in
the flow past the cavity, due to the lower velocities inside the
cavity and more effective dissipation.

This research has indicated that as the Reynolds number increases,
the open cavity flow would become highly unsteady and complex,
which would strongly affect the boundary layer downstream of the
cavity. At some higher Reynolds number, the flow would go into
the transitional and turbulent regions. Further studies are being
undertaken towards higher Reynolds numbers beyond turbulent/
transition region.
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Decay of Pressure and Energy
Dissipation in Laminar Transient
Flow
In the present paper, some peculiar characteristics of transient laminar flow are dis-
cussed. After presenting a review of the existing literature, attention is focused on tran-
sient energy dissipation phenomena. Specifically, results of both laboratory and numerical
experiments are reported, the latter by considering one-dimensional (1D) along with
two-dimensional (2D) models. The need of modifying a criterion for simulating unsteady
friction proposed some years ago by one of the writers, and extensively used for water-
hammer calculations, is pointed out. Differences between accelerating and decelerating
flows as well as between transients in metallic and plastic pipes are also highlighted.
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1 Introduction
The main motivation for the attempts of improving models of

unsteady-state friction in pressurized pipe systems is the need for
simulating properly the very large decay and rounding of pressure
peaks after the end of a complete closure manoeuvre. For tran-
sients in single pipe systems—i.e., a constant diameter pipe sup-
plied by a constant level reservoir upstream and with a manoeuvre
valve placed at the downstream end section—such an interest is
mainly academic. As a matter of fact, in such a system, there is a
strong link between the time when the extreme values of the tran-
sient pressure occur and the duration of the maneuvre. On the
contrary, in more complex systems, involving many branches
and/or loops such as may be found in many industrial process
systems, cooling water systems for power plants and combined
potable and firewater systems, a proper evaluation of pressure
peak decay is of technical interest. In fact, in such systems the
extreme values of transient pressures take place after the end of
the maneuvre and are due to the overlapping of pressure waves
coming from different parts of the systems@1#. Consequently, to
neglect decay of pressure peak during transients is not safe, since
extreme values of pressure strongly depend on the chosen crite-
rion for computing unsteady-state friction. Since one-dimensional
~1D! models based on the quasi steady-state approximation for
evaluating friction term, do not capture the mentioned strong at-
tenuation phenomena at all, they do not allow a proper evaluation
of such extreme pressures. Moreover, such models may give rise
to a valuable time shift between numerical and experimental pres-
sure time-histories.

Due to powerful computational tools available nowadays, two-
dimensional~2D! models are an actual choice with respect to 1D
unsteady-state models and related unsteady friction formulas. As a
matter of fact, they give much better results since they do not
postulate simple energy dissipation mechanisms as those assumed
when the quasi steady-state approach is followed. On the other
hand, within a 2D frame, it is hard to treat properly complex
boundary conditions, as well as it is quite arbitrary to extend
uniform turbulence models to transient flows. In practice, mainly
to save computer memory capacity, quasi 2D models are used

where pressure head is assumed as constant over the cross-section.
In any case, all 2D models lack the inherent conciseness that
makes 1D models more successful both in research activity and
when solving technical problems.

Even though in engineering applications laminar pipe flow oc-
curs less frequently than the turbulent one, in the present work,
attention is focused on nonperiodic~water-hammer! laminar tran-
sients for the following main reasons:~i! Unsteady laminar pipe
flow is mathematically tractable; and~ii ! as mentioned earlier,
results do not depend on the chosen unsteady-state turbulence
model.

The aims of the present paper are as follows:~i! to point out
peculiarities of laminar transients with respect to those with
higher initial Reynolds numbers;~ii ! to discuss effects of flow
acceleration–deceleration on energy dissipation for a given base
flow; and ~iii ! to highlight some aspects of transients in plastic
pipes versus those in metallic ones. As a matter of fact, somehow
related to research efforts in the field of unsteady friction model-
ing is the large debate concerning differences between accelerat-
ing and decelerating flows with respect to a steady-state one with
the same value of the instantaneous discharge.

The paper is organized as follows. In Sec. 2, an overview of the
existing literature—mainly focused on laminar flow—is reported
~a review up to early 1980s may be found in Shuy and Apelt@2#!.
The proposed methodology for evaluating unsteady laminar fric-
tion is illustrated in Sec. 3. The results of laboratory tests and
numerical simulations—by means of both 1D and 2D models—
are discussed in Sec. 4, for both metallic and plastic pipes. In the
concluding section, some remarks are outlined.

2 Modeling of the Friction Term in Laminar Tran-
sients

Any aspect of fluids behavior is strongly related to the flow
regime. Modeling of transients in closed conduits is not an excep-
tion and then research efforts have been addressed towards the
investigation of the unsteady-state flow regimes. Main point in the
present context is whether stability of transient laminar flow can
be simply assessed by means of the criterion valid for uniform
flow ~i.e., as long as the instantaneous Reynolds number is smaller
than 2000–2500 the flow is laminar! or not. The position of such
a problem is very arduous: ‘‘The terms ‘‘stable flow’’ and ‘‘un-
stable flow’’ may become unclear for the case of time-dependent
base flows which change substantially with time,’’ as pointed out
by Drazin and Reid@3#. Moreover, as some experimental results
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show @4#, acceleration may delay transition to turbulence giving
rise to the so-calledrelaminarization. At present, no conclusive
result has been achieved, particularly when nonlinear transients—
i.e., transients with a nonconstant acceleration as water hammer
flow is—are considered. As a matter of fact, most of the available
results concern periodic~e.g., Ref.@5#! or constant-acceleration
~e.g., Ref.@6#! flows. Consequently, in the present paper, as well
as in all contributions cited below, the assumption of a stable
laminar transient flow is made, implicitly assuming the validity of
the mentioned criterion for uniform flow.

The quasi-analytical solution proposed by Zielke@7,8# is a mil-
iary stone in simulating transient laminar flow by means of 1D
models. In Zielke’s solution, the instantaneous value of the fric-
tion term at a computational section,JZ , is the sum of a quasi-
steady component,Js—given by the Poiseuille equation—and an
unsteady-state component,JZ,u , depending on weighted past ve-
locity changes:

Jz~x,t !5Js~x,t !1Jz,u~x,t !

5
32n

gD3
V~x,t !1

16n

gD2 E
0

t ]V

]t
~x,t !W~x,t2y!dy. (1)

Zielke’s solution was successfully checked by considering labo-
ratory test carried out by Holmboe and Rouleau@9#. Even though
such a test provides the standard example used for comparing
unsteady friction calculations for many years, it must be pointed
out that its duration is quite short since only four periods of the
transient were reported in the paper.

Fundamental results due to Zielke were recalled by Achard and
Lespinard@10# who presented two approximation procedures to
handle practical problems. Shuy@11# and Ghilardi and Barbero
@12# derived different approximate equations for wall shear stress,
tw , in terms of the instantaneous mean velocity and acceleration.
In Prado and Larreteguy’s model@13#—obtained for the particular
case of an infinite pipe with an imposed time-dependent pressure
gradient along the pipe axis—tw is a function of bothV and some
weighted mean velocities.

Numerical solution of Eq.~1! requires the storage of all com-
puted past velocities but in practice, since weighting function is
small when time is large, numerical integration ofW can be trun-
cated. Consequently, several approximate expressions of the
weighting functionW have been proposed. The first of them is due
to Trikha @14# who approximated the functionW by the sum of
three exponential terms whose coefficients were obtained by fit-
ting the exact values in the original formulation ofW by Zielke.
Such terms are introduced at each computational time, but only
the change in velocity since the previous time step is needed. A
larger computer storage is required by the approximate relation-
ships obtained by Suzuki et al.@15# and Schohl@16#, where func-
tion W is a sum of five exponential terms. In the present paper, the
original formulation by Zielke will be considered. An approximate
solution for an oscillatory laminar flow in a pipe was proposed by
Stavitsky and Maccagno@17# who pointed out significant differ-
ences between the actual friction coefficient and the one evaluated
within the quasi steady-state approach.

With regard to turbulent flows, since no analytical solution is
available, the unsteady-state component of the friction term,Ju ,
has been expressed in terms of the instantaneous acceleration by
means of laboratory data based relationships. Starting from the
classical papers by Daily et al.@18# and Carstens and Roller@19#,
different expressions ofJu have been proposed relatively easy to
include in 1D numerical models. On the other hand, most of such
unsteady friction models lack generality, such that they do not
provide reliable results—in terms of both pressure peak decay and
phase shift—for transient conditions different from those consid-
ered when building up the model. Within 1D unsteady friction
models, the most widely used in water hammer applications is the

one proposed by one of the writers and Greco and Golia since it
allows to produce reasonable agreement with experimental pres-
sure traces and it can be easily included in any numerical proce-
dure based on the Method of Characteristics~MOC! without in-
creasing the computational burden@20#. In such a model, herein
referred to as thek model, the unsteady-state component of fric-
tion term,Jk,u , is given by the following relationship@21,22#:

Jk,u~x,t !5
k

g S ]V~x,t !

]t
2a

]V~x,t !

]x D (2)

Equation~2! was obtained on the basis of both theoretical and
experimental findings. Specifically, in the momentum equation
two additional terms were introduced, both function of local ac-
celeration,]V/]t, to take into account the difference with respect
to uniform flow conditions of the shape of velocity profiles and
the friction term, respectively:

]h

]x
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V
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]V

]x
1

1
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]V
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1
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g

]V

]t
1

f

g

]V

]t
1Js50 (3)

In Eq. ~3!, h5(*Au2dA/V2A)21 is the excess over unity of
the Coriolis momentum flux correction coefficient, whereas
f/g]V/]t5J2Js is the difference between the actual friction
term and the one obtained within the quasi steady-state approach.
By analyzing the experimental velocity profiles given by Hino
et al. @5,23#, with regard to the lumped term (h1f)/g]V/]t, it
was pointed out that:~i! A significant correction with respect to
uniform flow conditions holds whenV(]V/]t).0; and~ii ! a con-
stitutive equation can be put in the formh1f5k(1
2a(]V/]x)/]V/]t) where]V/]t/]V/]x is the propagation speed
of a given value ofV. Thek model has been extensively checked
by other researches with good results~e.g., Bergant and Simpson
@24#, Wylie @25#, Bughazem and Anderson@26,27#, Vitkosky et al.
@28#, Louriero and Ramos@29#!. Moreover it was extended by
Pezzinga@30# and Bergant et al.@31# also to ‘‘upstream tran-
sients’’ ~i.e., caused by the operation of a valve or a pump placed
at the upstream end section of the pipe!. It is also consistent with
the extended thermodynamics derivation of unsteady-state pipe
flow equation proposed by Axworthy et al.@32#.

In the original formulation@21,22#, the decay coefficientk was
assumed as a constant for low initial Reynolds number transients
and was estimated within a trial and error procedure by consider-
ing numerical and experimental pressure traces. With regard to the
special case of uniform acceleration, for transient laminar flows,
Vardy and Brown~VB! @33# obtained the theoretically based value
kVB50.0345, irrespective of the value of the initial Reynolds
number,N05V0D/v. By comparing quasi 2D and 1D numerical
model results, Pezzinga@30,34# developed Moody diagramlike
charts for k. With regard to laminar transients, Pezzinga@34#
pointed out that, with respect to turbulent flows, coefficientk is
constant withN0 and «/D and is dependent only on the charac-
teristic parameter of the pipe,y05gJ0L/aV0 . As a matter of fact,
for a giveny0 , the value ofkP can be obtained from plots due to
Pezzinga@34#.

Any 1D unsteady-state friction model can be tested by consid-
ering the results of quasi 2D numerical models@35,36#. In the
model by Vardy and Hwang@36#—specifically considered in the
present paper—the following expression of the friction term,JVH ,
is used:

JVH~x,t !5
4m

rgD

unr~x,t !

Dr nr/2
(4)

according to the proposed discretization of the flow into a finite
number,nr, of cylinders.
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3 A New Procedure for Unsteady Laminar Friction
In this part, the results of some preliminary numerical experi-

ments are shown referring to the single copper pipe (Lc
5141.07 m; Dc520 mm; ac51120 m/s) at WEL~Water Engi-
neering Laboratory! of the Department of Civil and Environmen-
tal Engineering of the University of Perugia~I!, that will be de-
scribed in the next section.

As an example, in Figs. 1 and 2, results from the Zielke’s model
and the quasi 2D Vardy and Hwang’s one are compared for the
transient withN051134 caused by the complete closure of the
end valve with a durationT50.14 s. In the plots,J andh are the
friction term and the piezometric head at mid-length section (x
542 m), respectively, whereast is time from the beginning of the
transient. Graphs of Figs. 1 and 2 confirm the very good agree-
ment between the two considered models in terms of both energy
dissipation~Fig. 1! and decay and rounding of pressure peaks
~Fig. 2!. Moreover there is a very good temporal match between
the two pressure time-histories since no phase shift takes place.
Due to the very good agreement between these two models, only
the Vardy and Hwang’s model has been considered for all subse-
quent numerical tests, since it allows for a simpler evaluation of
the friction term by means of Eq.~4!.

In Fig. 3 results from the quasi 2D Vardy and Hwang’s model
of Figs. 1 and 2 are compared with those given by the 1D model
based on Eq.~2! with a constant value of coefficientk; specifically
with k5kVB50.0345 andk5kP50.042 ~personal communica-
tion!. As it can be seen from the plots in Fig. 3, the 1D model does

not capture the pressure peak decay at all even though a specific
unsteady-state friction formula has been used as well as two dif-
ferent values ofk are considered. Moreover, further numerical
tests ~not shown! carried out assuming other different constant
values of k confirm the behavior of transient pressure traces
shown in Fig. 3. Such a result differs from what was obtained by
Bergant et al.@31# who simulated well laminar transients by
means of Eq.~2!, but with regard to flow conditions—i.e., the
value of N0—very close to the limit of existence of the viscous
regime in steady-state flow.

As a consequence, since the hypothesis of a constant value of
the decay coefficientk for laminar transients has to be neglected,
the following functional relationship has been assumed:

k5k~x,t ! (5)

to be determined by means of both numerical and laboratory ex-
periments.

As it has been shown in Ref.@21#, when the continuity
equation:

a2

g

]V

]x
1VS ]h

]x
1J0D1

]h

]t
50 (6)

is coupled with the momentum equation~3!, i.e., when the addi-
tional term (h1f)/g]V/]t is introduced, some changes occur in
the characteristics equations. Specifically, following the well-
known procedure@37#, by assumingV!a, within MOC, the
equation of the positive characteristic line becomes:

dx

dt
5

a

11k
(7)

and the compatibility equations become:

dh1
a

g
dV1Jsdx50 (8)

along the positive characteristic line, and

dh2
a

g
~11k!dV1Jsdx50 (88)

along the negative characteristic line (dx/dt52a).
As a consequence, at any computational point and time, one can

considerk as the only unknown in Eq.~88! if values ofh andV are
known since they are given by another model. Specifically, in the
present paper the quasi 2D Vardy and Hwang’s model is used for
evaluatingV and h, at any computational point and time for the
considered transient and pipe system.

Fig. 1 Numerical experiment. Friction term at mid-length sec-
tion given by the Zielke’s model and quasi 2D Vardy and
Hwang’s one „copper pipe; TÄ0.14 s and N0Ä1134…

Fig. 2 Numerical experiment. Pressure time-history given by
the Zielke’s model and quasi 2D Vardy and Hwang’s one „cop-
per pipe; TÄ0.14 s and N0Ä1134…

Fig. 3 Numerical experiment. Pressure time-history at mid-
length section given by quasi 2D Vardy and Hwang’s model and
1D one with: kÄk VH and kÄk P „copper pipe; TÄ0.14 s and N0
Ä1134…
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For example, in Fig. 4, the values of the decay coefficient at the
mid-length section, obtained by means of the described procedure,
are depicted versus the local instantaneous Reynolds number,N,
for transient of Figs. 1–3. It must be stressed that the aim of such
a numerical experiment is to point out peculiarities of laminar
transients with respect to turbulent ones. Specifically, for laminar
transients, as in Eq.~1! flow time-history has to be taken into
account to properly model energy dissipation, when Eq.~3! is
considered, coefficientk cannot be assumed as a constant. In order
to check the numerical procedure giving rise to the curves in Fig.
4, it has been verified that the two pressure traces—i.e., the one
given by the 1D model withk(x,t) and the one obtained by means
of the 2D model—are almost indistinguishable~not shown!.

Plots in Fig. 4 merit some comments. Firstly, the curves point
out a significant variation ofk with N, and then in time. This may
justify bad results achieved by assuming a constant value ofk
~Fig. 3!. Secondly, in the first phases of the transient,k may reach
values much higher than the ones obtained for transients with
higher initial Reynolds number; moreover,k decreases signifi-
cantly with time. Thirdly, negative values ofk take place in some
phases of the transient. Finally, for a given value ofN, k is differ-
ent depending on the change ofV.

With regard to the last comments, a deeper analysis of the re-
sults points out that the following different cases may happen:

accelerating flow~case 1!

]uVu
]t

.0 with tw.tw,s⇒$uJu.uJsu;sgn~J!5sgn~Js!;k.0%

(9)

In this case, unsteady-state friction is larger than the one ob-
tained within the staedy-state approach, i.e., by considering the
Poiseuille’s formula with the same instantaneous value ofV.

Condition~9! is necessary but not sufficient. As a matter of fact,
when flow decelerates, different cases may occur as shown in Fig.
5. In such a figure, velocity profiles in the upper plots, given by
the quasi 2D model are reported along with ones obtained for the
same value ofV, by means of the Poiseuille’s formula. In the
lower plots, the zone close to the wall—bounded by a circle in the
upper plots—is magnified to show the local behavior of the ve-
locity gradient, and then oft. Three different cases in Fig. 5 may
be described as follows:

decelerating flow@case 2a—Fig. 5~a!#

]uVu
]t

,0 with tw.tw,s⇒$uJu.uJsu;sgn~J!5sgn~Js!;k.0%

(98)

decelerating flow@case 2b—Fig. 5~b!#

]uVu
]t

,0 with tw,tw,s⇒$uJu,uJsu;sgn~J!5sgn~Js!;k,0%

(99)

decelerating flow@case 2c—Fig. 5~c!#

]uVu/]t,0 but sgn(J)Þsgn(Js)⇒ no general rule can be stated
for k, as defined by Eq.~2!.

Such a behavior of the unsteady-state friction term agrees with
results of experimental tests in a smooth circular pipe by
Kurokava and Morikawa@38#. Main findings of their study—
based on local velocity measurements carried out by means of a
hot film anemometer—may be summarized as follows:~i! In lami-
nar regime, the transient friction factor,lu , is larger than the
quasi-steady one when the flow accelerates; such a result is in
agreement with those by Cocchi@39# who proposed the expres-
sion: lu5980/N instead of the Poiseuille onels564/N; ~ii ! due
to the presence of random fluctuations, no precise evaluation oflu
was possible for decelerated flows; and~iii ! significant differences
existed between laminar and turbulent transient flows, for a given
value of velocity change. The latter finding discourages to extend
to laminar regime results—somewhat very conflicting—obtained
for turbulent flows~e.g., Daily et al.@18# and Shuy@40#!. As a
consequence of the present state-of-the-art, in the writers’ opinion,
local velocity field in transient conditions merits further analysis
from both numerical and experimental points of view due to lack
of not very conclusive results. In such a context, a secondary role
can be played by some available analytic solutions. As a matter of
fact, the ones proposed by Szymanski@41# and Das and Arakeri
@42#, for example, may be used only if the time-history of the
axial pressure gradient and flow rate—this being very unfrequent
in any practical case—are respectively, known.

4 Laboratory Experiments
In spite of the large body of literature about laminar transients,

the scarcity of experimental data is quite evident. As a conse-
quence, in the present section, some tests were carried out at WEL
for both metallic and plastic pipes. At WEL, two different pipe
systems are available. The first one, the already mentioned copper
pipe, is mainly used for laminar flow. The second one comprises a
high-density polyethylene pipe (Lpl5352.00 m; Dpl593.8 mm;
apl5335.9 m/s) which is more devoted to turbulent flows. At
WEL an air vessel is used as a constant head supply reservoir; the
prescribed pressure is maintained by varying the speed of the
submerged pumps placed in the recycling reservoir. For both pipe
systems, transients are caused by the closure of a ball valve placed
at the downstream end section and discharging into a free surface
tank. Pressure measurements were made at the supply reservoir, at
the end section of the pipe as well as at a mid-length section.
Pressure transducers were of the strain-gauge type, with an accu-
racy of 0.15% of the full-scale and a time response of about 1 ms.
Recording range (r .r .) of transducers is chosen according to the
maximum overpressure. Specifically, for transients in the copper
pipe ~Figs. 6 and 7! r .r . is of 20 m of water, with a measurement

Fig. 4 Numerical experiment. Decay coefficient, k , vs instan-
taneous Reynolds number, N, at mid-length section „copper
pipe; TÄ0.14 s and N0Ä1134…

Fig. 5 Behavior of local velocity field close to the wall for lami-
nar decelerating flows
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uncertainty of 0.03 m, whereas for transients in the polyethylene
pipe ~Fig. 8!, r.r. is of 10 m of water, with a measurement uncer-
tainty of 0.015 m. Calibration of pressure transducers has been
checked by means of a pressure calibrator according to the Euro-
pean Guidelines on the ‘‘Calibration of Electromechanical Ma-
nometers’’ by EA~European co-operation for Accreditation! con-
firming data in the manufacturer certificate. Steady-state
discharges were measured by means of discharge magnetic meters
calibrated by means of the volumetric method. During tests in the
copper pipe, water temperature was equal to 17°C, whereas it was
equal to 18.3°C during those in the polyethylene pipe.

Pressure time-histories in Figs. 6 and 7 refer to transients in the
copper pipe; with the floor of WEL chosen as the reference datum
for piezometric head. In Fig. 6 transient, the duration of the clo-
sure,T, is equal to 0.11 s and the initial Reynolds number,N0 , is
equal to 815, whereas for the Fig. 7 transient, it isT50.14 s and
N051339. In Figs. 6 and 7, experimental data are compared with
the numerical simulations obtained by means of:~i! The quasi 2D
model by Vardy and Hwang;~ii ! the 1D model withk5kVB ; and
~iii ! the 1D model withk5k(x,t). The curves in Figs. 6 and 7
confirm the reliability of the proposed procedure and the possibil-
ity of capturing all characteristics of laminar transients by using a
more sophisticated unsteady-state 1D friction model.

Further tests were carried out on the polyethylene pipe. Figure
8 refers to a transient withT50.12 s andN052020, with the
measurement section placed atx5127 m. The experimental pres-
sure trace along with numerical results are reported in the graph,
obtained by:~i! 2D Vardy and Hwang’s model;~ii ! k constant
model @k5kVB , k50.25, and k50.50]; and ~iii ! the k(x,t)
model. In Fig. 8 significant discrepancies between experimental

and numerical pressure time-histories in terms of both shape and
decay of pressure peaks can be noticed. Such a finding disagrees
apparently with what was shown in Ref.@43# where, with regard
to higherN0 transients, quite reliable numerical simulations were
carried out for transients taking place in the same polyethylene
pipe by means of the 1D model withk as a constant (k
50.11– 0.25). More precisely, in Ref.@43# the pressure peak de-
cay was well simulated whereas the shape of the pressure trace
was not. Even though an in-depth analysis of transients in vis-
coelastic pipes is beyond the scope of this paper, two preliminary
remarks can be made. Firstly, for the considered tests, the failure
of the 1D model withk as a constant and larger than the men-
tioned values@38#, could be due to peculiarities of laminar tran-
sients with respect to turbulent ones. In other words, as in metallic
pipes for turbulent transients, thek constant model allows to simu-
late properly pressure peak decay whereas the variability ofk with
space and time must be taken into account for laminar transients,
in viscoelastic pipes pressure peak decay can be modeled with ak
constant model only in turbulent transients. Secondly, the failure
of the 2D model, that for laminar transients can be assumed as an
exact model, could be ascribed to the fact that energy dissipation
due to viscoelasticity effects are much larger than those due to
unsteady friction.

5 Conclusions
Numerical and experimental results for laminar transient flows

are discussed with particular attention to energy dissipation phe-
nomena. In the first part of the paper, performance of existing 1D
and quasi 2D models for laminar transients has been checked by
means of numerical experiments. In such a context, a 1D model
previously proposed by one of the writers—herein referred to as
the k model—has been modified. Specifically, unlike turbulent
flows, the variability of the decay coefficient with space and time
must be taken into account in order to simulate effectively laminar
transients. As a consequence—provided that boundary conditions
are properly stated—2D MOC models are more appropriate for
highly transient laminar flows. In the second part, new laboratory
tests have been presented for both metallic and plastic pipes, the
former confirming reliability of the proposed model, the latter the
peculiarity of laminar transients in plastic pipes with respect
to those both in metallic pipes and with higher initial Reynolds
number.
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Nomenclature

A 5 pipe cross-section
D 5 pipe internal diameter
J 5 friction term
L 5 pipe length
N 5 Reynolds number5VD/n
R 5 pipe radius
T 5 duration of the closure
V 5 mean flow velocity
W 5 weighting function in Zielke’s solution
a 5 pressure wave speed
g 5 gravitational acceleration
h 5 piezometric head
k 5 decay coefficient in Eq.~2!

r .r . 5 recording range
t 5 time
u 5 axial velocity component
x 5 spatial co-ordinate

y0 5 characteristic parameter of the pipe5gJ0L/aV0
Dr 5 radial thickness of the cylinder in the Vardy and

Hwang’s model
« 5 equivalent sand roughness
f 5 excess over unity of the Coriolis momentum flux cor-

rection coefficient
h 5 coefficient of the term difference betweenJ andJs
l 5 friction factor
m 5 absolute viscosity
n 5 kinematic viscosity
r 5 density
t 5 shear stress

Subscripts

c 5 copper pipe
P 5 Pezzinga’s calculations

pl 5 polyethylene pipe
VB 5 Vardy and Brown’s solution
VH 5 Vardy and Hwang’s model

Z 5 Zielke’s solution
s 5 steady-state
u 5 unsteady-state
w 5 pipe wall
0 5 initial condition
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Swirling Gas–Liquid Two-Phase
Flow—Experiment and Modeling
Part I: Swirling Flow Field
Compact cyclonic separators are based on swirling flow, whereby the phases are sepa-
rated due to the centrifugal forces generated by the flow. This phenomenon is common in
several compact separators used by the oil, process, and aerospace industries. The ob-
jective of this paper is to study experimentally the hydrodynamics of the continuous liquid
phase under swirling two-phase flow, such as that occurring in the lower part of the
Gas–Liquid Cylindrical Cyclone (GLCC©1) compact separator and develop a model to
characterize it. Local LDV measurements for a swirling flow field have been analyzed and
utilized to develop cyclone and pipe swirling flow field prediction correlations. The de-
veloped correlations, including the axial, tangential, and radial velocity distributions,
have been tested and validated against data from other studies, showing good agreement.
The velocity field correlations can be used to analyze swirling two-phase flow in cyclonic
separators and pipes. In part II of this two-part paper, correlations are developed for the
turbulent quantities, and core characteristics and stability for swirling two-phase
flow. @DOI: 10.1115/1.1849253#

1 Introduction
Compact multiphase cyclonic separators, such as the Gas–

Liquid Cylindrical Cyclone~GLCC!, are becoming increasingly
popular as an attractive alternative to conventional separators.
Compact cyclonic separators operate based on centrifugal forces
generated by swirling two-phase flow, as opposed to the gravity-
based conventional separators. Swirling flow is generated in the
GLCC by an inclined and tangential inlet, as shown in Fig. 1.
Cyclonic separators are simple, compact, possess low weight,
low-cost, require little maintenance, have neither moving nor in-
ternal parts and are easy to install and operate. More than 700
GLCC units have already been installed and put to use in the field
for various applications in the United States and around the world
in the past decade, as reported by Gomez et al.@1#.

Figure 2~A! presents a schematic of the velocity field in the
lower part of the GLCC, namely, the axial and tangential veloci-
ties. The radial velocity is an order of magnitude smaller than the
other two components. As can be seen, due to the swirling flow, a
flow reversal in the axial velocity occurs near the axis of the
GLCC. This phenomenon is demonstrated in Figs. 2~B-1! and
2~B-2!, which present velocity field flow visualization with dye
injection. In Fig. 2~B-1!, the blue dye is injected at the axis of the
cyclone, whereby it diffuses upward following the flow reversal at
the axial region. On the other hand, in Fig. 2~B-2!, the red dye is
injected near the wall and follows the downward velocity in the
wall region.

A lack of understanding of the complex multiphase hydrody-
namic flow behavior in cyclonic compact separators has inhibited
complete confidence in its design and prevented its widespread
application. In particular, the prediction of two-phase swirling
flow characteristics, such as the continuous-phase velocity field,
is required for the proper analysis and design of cyclonic sep-
arators. This is the gap that the present study addresses. Correla-
tions have been developed for the continuous-phase flow field,
which are required for the analysis of the effect of swirling on

the motion of the dispersed-phase~that is coupled with the con-
tinuous phase! for the determination of the dispersed-phase void
fraction.

2 Literature Review
A pioneering experimental study on local measurements in

swirling flow was carried out by Nissan and Bresan@2#. Ito et al.
@3# investigated swirl decay in a tangentially injected swirling
flow. Velocity field in decaying swirling flow through a pipe was
studied by Algifri et al. @4# using a hot-wire probe. Kitoh@5#
studied swirling flows generated with guide vanes. It was shown
that the swirl intensity decays exponentially in the axial direction.
Later, Yu and Kitoh@6# developed an analytical method to predict
the decay of swirling flow in a straight pipe.

In a study by Chang and Dhir@7#, the turbulent flow field
in a tube was investigated by injecting air tangentially into the
tube. Profiles for mean velocities in the axial and tangential
directions, as well as the Reynolds stresses, were obtained.
Kurokawa@8# utilized a Laser Doppler Velocimeter~LDV ! and a
pitot-tube probe to characterize swirling flow. He confirmed
the existence of a complex velocity profile in swirling flow,
distinguishing three regions for the tangential velocity component:
a forced vortex near the centerline~core region!, a free vortex
near the wall~wall region!, and an intermediate region~annulus
region!. Erdal @9# measured tangential and axial velocity dis-
tributions, as well as their corresponding velocity fluctuations, us-
ing a Laser Doppler Velocimeter~LDV ! system. He used two
liquids of 1 and 7 cP viscosity. However, neither analysis
nor correlations development for the turbulent quantities were
conducted.

As can be seen from the above literature review, not many
studies, either experimental analyses or theoretical development,
have been published on swirling two-phase flow. This is the need
that the present study attempts to address. In this study, the data
acquired by the previous investigators, as mentioned above, are
collected, presented, and used to develop correlations for the
continuous-phase velocity field, which are important in the pre-
diction of the dispersed-phase characteristics occurring in swirling
two-phase flow that takes place in cyclonic separators, such as the
GLCC.

1
Gas–Liquid Cylindrical Cyclone~GLCC©!—Copyright The University of

Tulsa, 1994.
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3 Experimental Program
Data from several investigators, namely, Algifri et al.@4#, Kitoh

@5#, Chang and Dhir@7# and Erdal@9# are collected and presented
here with the purpose of developing correlations or validating
existing correlations to characterize and predict swirling flow be-
havior. First, swirling flow data in cyclonic separators will be
presented. For this case the swirling flow is generated by a tan-
gential inlet. Second, data for swirling flow in a straight pipe will
be presented, where the swirl is induced by vanes installed inside
the pipe.

3.1 Flow Field in Cyclonic Separators. In this section the
Erdal@9# local measurement results of the flow field are presented,
followed by the results for turbulent quantities. The local mea-
surement results of the swirling flow field are presented in the
form of contour plots. These plots help to shed more light on the
hydrodynamic structure of the swirling flow.

3.1.1 Velocity Contour Plots.Figures 3 and 4 show contour
plots of the axial and tangential velocity distributions measured at
24 axial locations below the cyclonic separator inlet, respectively.
The results are normalized with respect toUav , whereUav is the
average bulk velocity, namely, the volumetric flow rate per unit
area.

The axial velocity contour plots presented in Fig. 3 show
clearly an upward flow reversal region, with negative axial veloc-
ity, in the core region around the cyclone axis. The flow reversal
region is not axisymmetric and has a helical shape. The magnitude
of both the upward~reverse flow! and downward~outer region!
flow decrease as the flow moves downward.

The tangential velocity, shown in Fig. 4, is positive on the
left-hand side and is negative on the other side~right!. This is due
to the rotation of the flow. As can be seen, the tangential velocity
is high near the wall region and it decays toward the centerline.
The location of zero or low tangential velocity has also a helical
path, similar to the one observed in the axial velocity contours.

3.1.2 Velocity Profiles. The variation of the axial and tan-
gential velocity profiles with axial position is presented in Figs. 5
and 6, respectively. As can be seen, both the axial and tangential
profiles vary along the cyclone axis, mainly due to the decay of
the swirl. In general, the data show that the flow is not symmetric
with respect to the pipe axis, whereby the reverse flow region
whips around with a helical shape. This is due to the nonsymmet-

Fig. 1 Schematic of GLCC separator

Fig. 2 Schematic of swirling flow field and cyclone coordinate
system

Fig. 5 Variation of axial velocity profile with axial position after Erdal †9‡
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Fig. 3 Axial velocity for single inclined gradually reducing nozzle area inlet configuration after Erdal †9‡

Fig. 4 Tangential velocity for single inclined gradually reducing nozzle area inlet configuration after Erdal †9‡
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ric inlet of the GLCC. When the flow is injected through sym-
metrical inlet arrangement~e.g., two or four!, this helical shape is
eliminated and the flow becomes more symmetrical around the
cyclone centerline Erdal@9#.

3.2 Velocity Field in Straight Pipe. In this section the data
collected from the literature as reported by Algifri et al.@4#, Kitoh
@5#, and Chang and Dhir@7# are presented in terms of the flow
field and turbulent quantities, similar to the way the Erdal@9# data
were presented for the cyclones.

3.2.1 Axial Velocity Distribution. Figures 7 and 8 show the
profiles of axial mean velocity,u, after Kitoh @5# and Chang and
Dhir @7#, respectively. The axial mean velocity,u, normalized with

respect toUav , is given at various locations along the pipe axis.
The data show a low or negative upward velocity in the core
region surrounded by relatively high downward velocity in the
annular region. The presented data show that the flow is approxi-
mately axisymmetric and that the reverse flow occurs at the cen-
tral region for all cases.

3.2.2 Radial Velocity Distribution. The radial mean velocity
distributions,n, estimated from the continuity equation and nor-
malized with respect toUav , are given in Figs. 9 and 10. The
experimental results indicate that the radial velocity component is
three order of magnitudesO(100– 1000) smaller, as compared to
the average axial or tangential velocities.

Fig. 6 Variation of tangential velocity profile with axial position after Erdal †9‡

Fig. 7 Axial velocity distribution after Kitoh †5‡
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It can also be seen that the magnitude of the radial velocity
increases with increasing swirl intensity and that the location
where the radial velocity is maximum shifts toward the pipe cen-
terline, where the swirl intensity is maximum. The radial velocity
occurs due to the variations of the axial velocity in the direction of
the flow.

3.2.3 Tangential Velocity Distribution.The tangential mean
velocity,w, normalized with respect toUav , is plotted in Figs. 11,
12, and 13. These figures show that the mean tangential velocity

increases with radial position in the core region, and reaches a
maximum value; thereafter it decreases with radial position in the
annular region and near the wall. The velocity gradient near the
wall is steep, thus, the tangential velocity rapidly decreases to zero
at the wall. From these figures it can also be seen that the tangen-
tial velocity indeed has a shape of a Rankine vortex, which has a
three-region structure consisting of the core~forced vortex!, an-
nular ~transition!, and wall~free vortex! regions. The wall region
is thin, with a very narrow boundary layer.

Fig. 8 Axial velocity distribution after Chang and Dhir †7‡

Fig. 9 Radial velocity distribution after Kitoh †5‡
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4 Swirling Flow Mechanistic Model
Typical axial and tangential velocity profiles are shown sche-

matically in Fig. 2. Indeed, the data that were presented in the
experimental program section confirm these hydrodynamic flow

behavior. Based on several sets of swirling flow experimental data
available in the literature, Mantilla@10# and later Erdal@9# modi-
fied an existing swirl intensity correlation, proposed originally by
Chang and Dhir@7#, to predict the flow field, as given in the next
section.

4.1 Swirl Intensity Decay Number. The swirling motion
decays as a result of wall friction. The swirl intensity concept is
used to characterize this decay. For axisymmetric single-phase
flow, the swirl intensity,V, is defined as the ratio of the tangential
to total momentum flux at any axial location, namely

V5
2pr*0

Ruzuur dr

prR2Uav
2

(1)

The numerator of Eq.~1! corresponds to the tangential momentum
flux integrated over the pipe cross-sectional area, while the de-
nominator is the total momentum flux based on the average bulk
velocity. The Erdal@9# correlation for the swirl intensity is given
by

V50.67 Re0.13S Mt

MT
S 12expS 2

n

2D D 2D 0.93

3expF2
1

2 S Mt

MT
S 12expS 2

n

2D D 4D 0.35

Re20.16S z

dsep
D 0.7G

(2)

wheren is the number of tangential inlets andMt /MT is the ratio
of the tangential momentum flux to the total momentum flux at
the inlet, as given by

Mt

MT
5S uLinlet cosb

Uav
D5

ut is

Uav
(3)

whereuLinlet is the liquid velocity at the inlet andb is the inlet
inclination angle. The liquid velocity at the inlet can be calculated
from the nozzle analysis developed by Gomez@11#, which can
then be used to compute the tangential velocity of the liquid at the
inlet slot,ut is . The Reynolds number in Eq.~2! is defined as for
pipe flow, based on the bulk velocity and the diameter of the
cyclone.

Fig. 10 Radial velocity distribution after Chang and Dhir †7‡

Fig. 11 Tangential velocity distribution after Algifri †4‡

Fig. 12 Tangential velocity distribution after Chang and Dhir
†7‡

Fig. 13 Tangential velocity distribution after Chang and Dhir
†7‡
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4.2 Swirling Flow Velocity Distribution. The swirl inten-
sity is related, by definition, to the local axial and tangential ve-
locities. Therefore, it is assumed that for a specific axial location,
the swirl intensity prediction can be used to calculate these veloc-
ity profiles.

4.2.1 Mean Axial Velocity Profile.Mantilla @10# developed a
correlation for the axial velocity profile, as follows:

uz

Uav
5

2

C S r

RD 3

2
3

C S r

RD 2

1
0.7

C
11, (4)

where

C53S r rev

R D 2

22S r rev

R D 3

20.7, (5)

r rev

R
50.520.65 expS 2

V

0.6D (6)

The reversal flow radius~or the so-called capture radius!, r rev , is
the radial location for which the axial velocityuz is zero.

4.2.2 Mean Tangential Velocity Profile.The tangential ve-
locity distribution, except in the vicinity of the wall, can be ap-
proximated by a Rankine Vortex type. Algifri et al.@4# proposed
the following equation for the tangential velocity profile:

uu

Uav
5

Tm

S r

RD H 12expF2BS r

RD 2G J (7)

where uu is the local tangential velocity,Tm is related to the
maximum moment of the tangential velocity, andB is related to
the radial location of this maximum velocity. Correlations pre-
sented by Mantilla@10#, based on experimental data, are used to
determine the values ofTm andB, as follows:

Tm50.9V20.05, (8)

B53.6120 expS 2
V

0.6D (9)

4.2.3 Mean Radial Velocity Profile.As a result of the high
swirl intensity, a reduction of the axial velocity near the centerline
occurs, that might reverse the axial flow near the centerline of the
pipe. Due to the swirl intensity decay, variations of the axial ve-
locity component cause variations in the radial velocity compo-
nent to satisfy continuity conditions. Thus, with knowledge of the
axial velocity distribution, and using the continuity equation, the
mean radial velocity distribution is obtained, as presented by Go-
mez @12#:

ur5
1

r E0

r ]~ruz!

]z
dr (10)
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V
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drrev5
13

12
dV expS 2

V

0.6D (14)

whereC andr rev /R are the same as that used in the calculation of
the mean axial velocity~Eqs. 5 and 6!.

5 Simulation and Results
In this section, the developed swirling flow velocity distribution

correlations are tested against data from different published stud-
ies for the continuous-phase swirling flow. The developed corre-
lations for axial, tangential, and radial velocity profiles are evalu-
ated against the data presented by Algifri@4#, Kitoh @5#, and
Chang and Dhir@7#, as summarized by Gomez@12#. In this sec-
tion, only Kitoh @5# data are used in this comparison.

Mean Axial Velocity Profile: Figure 14 presents a comparison
between the developed correlation and experimental data for the
mean axial velocity. Good agreement is observed between the data
and the predictions.

Mean Tangential Velocity Profile: A comparison between the
developed correlation and experimental data for the mean tangen-
tial velocity is shown in Fig. 15. Very good agreement is observed
between the data and the predictions.

Mean Radial Velocity Profile: Figure 16 presents a comparison
between the correlation for the mean radial velocity, developed in
this study, against experimental data. The comparisons show fair
agreement with respect to both trend and magnitude.

Fig. 14 Mean axial velocity comparisons for Kitoh data †5‡

Fig. 15 Mean tangential velocity comparisons for Kitoh data
†5‡
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6 Conclusions
The hydrodynamics of dispersed two-phase swirling flow in the

lower part of the cyclone and in a straight pipe were studied both
experimentally and theoretically. Following are the main conclu-
sions of the study:

• Published local LDV measurements for swirling flow field
have been analyzed and utilized to develop and validate cyclone
and pipe swirling flow field prediction correlations. The correla-
tions include the axial, tangential and radial velocity distributions.

• The developed correlations for the continuous-phase swirling
flow field have been tested against data from other studies, not
used in the development of the correlations. All the correlations,
including the axial, tangential, and radial velocity distributions
show good agreement with the data.

• The following are concluded with respect to the swirling flow
velocity field:

i. Mean Axial Velocity Profile:A low or negative upward ve-
locity in the centerline region surrounded by relatively high down-
ward velocity in the wall region.

ii. Mean Tangential Velocity Profile:The mean tangential ve-
locity increases with the radial position from the centerline toward
the wall, reaching a maximum value; thereafter it decreases with
the radial position near the wall region. The tangential velocity
indeed exhibits the shape of a Rankine vortex.

iii. Mean Radial Velocity Profile:The mean radial velocity dis-
tribution is estimated from the continuity equation. The experi-
mental results indicate that the radial velocity component is three
orders of magnitudeO(100– 1000) smaller as compared to the
average axial or tangential velocities.
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Nomenclature

B 5 radial location of the maximum velocity
C 5 coefficient
d 5 diameter~m!

M 5 momentum~Newton!
r 5 radial direction
R 5 pipe radius~m!

Re 5 Reynolds number
Tm 5 parameter related to maximum moment of tangential

velocity
u 5 continuous-phase velocity~m/s!

Uav 5 average bulk velocity~m/s!
z 5 axial direction

Greek Letters

b 5 inclination angle measured from horizontal
u 5 tangential direction of cylindrical coordinates
r 5 density~kg/m3!
V 5 swirl intensity

Subscripts

av 5 average
inlet 5 inlet

is 5 inlet slot
L 5 liquid
r 5 radial direction of cylindrical coordinates

rev 5 flow reversal
sep 5 separator

t 5 tangential
T 5 total
z 5 axial direction of cylindrical coordinates
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Swirling Gas–Liquid Two-Phase
Flow—Experiment and Modeling
Part II: Turbulent Quantities and
Core Stability
In Part I of this two-part paper on swirling gas–liquid two-phase flow, correlations have
been developed for the continuous liquid-phase velocity field under swirling conditions,
such as that occurring in the lower part of the Gas–Liquid Cylindrical Cyclone
(GLCC©1) compact separator. The developed correlations, including the axial, tangential,
and radial velocity distributions, are applicable for swirling flow in both cyclones and
pipe flow. The first objective of this paper is to extend the study of Part I by developing
correlations for the turbulent quantities of the continuous liquid phase, including the
turbulent kinetic energy and its dissipation rate and Reynolds shear stresses. The second
objective is to study experimentally and theoretically two-phase swirling flow gas-core
characteristics and stability. The first objective has been met utilizing local LDV mea-
surements acquired for swirling flow. The developed turbulent quantities correlations have
been tested against data from other studies, showing good agreement. For the second
objective, experimental data have been acquired under swirling two-phase flow condi-
tions. A model for the prediction of the gas-core diameter and stability in swirling flow
field has been developed, based on the turbulent kinetic energy behavior predicted by the
developed correlations. Good agreement is observed between the model predictions and
the data.@DOI: 10.1115/1.1849254#

1 Introduction
Compact multiphase cyclonic separators, such as the Gas–

Liquid Cylindrical Cyclone~GLCC! operate based on centrifugal
forces generated by swirling two-phase flow, as opposed to the
gravity based conventional separators. A review of applications of
compact cyclonic separators in the field is given by Gomez et al.
@1#. Figure 1 represents a schematic of the swirling flow velocity
field in the lower part of a cyclone, namely, the axial and tangen-
tial velocities.

In Part I of this two-part paper, correlations have been devel-
oped for the continuous liquid-phase velocity field under swirling
conditions, including the axial, tangential, and radial velocity dis-
tributions, which are applicable for both cyclones and pipe flow.

For a proper prediction of the hydrodynamic flow behavior in
the cyclone, correlations must be developed for the turbulent
quantities. The turbulent quantities are required for the analysis of
bubble/droplet breakup and coalescence, e.g., inlet gas bubble en-
trainment and remixing at the GLCC entrance region.

2 Literature Review
Experimental studies on local measurements in swirling flow

were carried out by Nissan and Bresan@2# and Ito et al.@3#. Tur-
bulent quantities in decaying swirling flow through a pipe were
studied by Algifri et al.@4#. Kitoh @5# and Yu and Kitoh@6# stud-
ied swirling flows generated with guide vanes and developed an
analytical method to predict the decay of swirling flow in a
straight pipe.

Reynolds stress data for turbulent flow were presented by
Chang and Dhir@7# for swirling flow generated by injecting air

tangentially into a tube. Kurokawa@8# utilized a Laser Doppler
Velocimeter~LDV ! and a pitot-tube probe to characterize swirling
flow. Erdal @9# utilized a Laser Doppler Velocimeter~LDV ! to
measure swirling flow velocity field and the corresponding veloc-
ity fluctuations in a cyclone with an inclined tangential inlet.

A review of the above literature indicates that no correlations
for the turbulent quantities have been developed on swirling two-
phase flow. In this study, the data acquired by the previous inves-
tigators, as mentioned above, are presented and used to develop
correlations for the turbulent quantities, which are important in the
prediction of the behavior of the dispersed-phase in swirling two-
phase flow.

3 Experimental Program
Data from several investigators, namely, Algifri@4#, Kitoh @5#,

Chang and Dhir@7# and Erdal@9# are collected and presented here
with the purpose of developing correlations or validating existing
correlations to characterize and predict swirling flow behavior.
Similar to Part I, first, swirling flow turbulent quantities data in
cyclonic separators with a tangential inlet will be presented. Then,
data for swirling flow in a straight pipe, induced by vanes installed
inside the pipe, will be presented.

3.1 Turbulent Quantities in Cyclonic Separators. The
two-component LDV system used by Erdal@9# is also capable of
determining the standard deviation of the sampled data, which

represents the turbulent fluctuations (A(u8)2 andA(w8)2). The
statistical quantities, such as the mean velocity (n̄) and the stan-
dard deviation (sn) of the data are calculated with the equations
given below:

n̄5
SnT

ST
, (1)

sn5AS Sn2T

ST
2 n̄2D . (2)

1Gas–Liquid Cylindrical Cyclone~GLCC©—Copyright The University of Tulsa,
1994.
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Therefore, axial and tangential velocity fluctuations can be di-
rectly determined from the LDV data. The measurements show
that fluctuations in the axial and tangential directions have the
same order of magnitude. To obtain an estimate of the turbulent
kinetic energy, the radial velocity fluctuations are approximated,
assuming it to be the average of the axial and tangential velocity
fluctuations. The radial velocity fluctuations and turbulent kinetic
energy are calculated by the following equations:

A~n8!25
1

2
~A~u8!21A~w8!2!, (3)

k5
1
2 ~~u8!21~n8!21~w8!2!. (4)

3.1.1 Turbulent Kinetic Energy Contour Plots.The calcu-
lated turbulent kinetic energy distributions,k, normalized with
Uav

2 are presented in contour plots in Fig. 2. As can be seen, a
maximum local peak value ofk occurs around the centerline,
which initially increases axially as the flow moves downward.
However, there exists an axial location where the turbulence starts
decreasing, and eventually the turbulent intensity converges to the
value of swirling-free pipe flow. The high turbulence center region
exhibits large instability of the flow near the centerline.

3.1.2 Turbulent Intensities.Figures 3 and 4 present the axial
and tangential turbulent intensities, or normal Reynolds stresses,
at one axial location,z/d53.6 below the inlet, for different Rey-
nolds numbers, Re59200 and Re555 000, respectively. The Rey-
nolds number is global, based on the axial bulk velocityUav .
Both figures exhibit low~flat! intensity distribution near the wall
region and high intensities around the centerline, and both dem-
onstrate the effect of the Reynolds number on the intensity.

A very peculiar behavior is exhibited by both turbulent kinetic
energy and Reynolds shear stresses in the core region, as shown in
Figs. 5 and 6, respectively, at Re555 000 and various values of
z/d. As can be seen, both quantities tend to increase with the axial
location. The reason for this behavior is that as the swirl decays
with axial position, the turbulent energy dissipation increases.
Also, both normal stresses show low~flat! intensity near the wall
region, while at the core region high intensities are observed.

Fig. 1 Schematic of Swirling Flow Field and Cyclone Coordi-
nate System

Fig. 2 Turbulent Kinetic Energy for Gradually Reducing Inlet Nozzle Configuration after Erdal †9‡
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3.2 Turbulent Quantities in Straight Pipe. The same ex-
perimental datasets, as described in the flow field section, are also
utilized for the presentation of the turbulent intensity and Rey-
nolds stresses. Since Erdal@9# used a two-component LDV sys-
tem, only theu8w8 values were reported, while other investigators
have provided a complete set of data of turbulent flow.

3.2.1 Turbulent Intensities.Figures 7, 8, and 9~after Algifri
et al. @4#! show the radial distribution of the normal stresses

Au82, An82, andAw82, normalized withUav . This is followed
by a brief summary of Kitoh’s discussion on turbulent swirling
flow phenomena, which are later confirmed by the Chang and
Dhir @7# and Erdal@9# data that are presented in this study.

The data reveal that turbulent intensity has a large magnitude.
In a normal~swirl-free! pipe flow, all the components of the tur-
bulent intensities are observed to have high values in the vicinity
of the pipe wall, whereas the swirling has a tendency to increase

these intensities in the region close to the axis of the pipe. Among

the three components,An82, the radial component shows the
most significant increase, becoming three times larger than that of
swirling-free pipe flow, for Kitoh’s data@5#. This might be the
reason for the performance enhancement exhibited in heat transfer
applications operating under swirling flow. While the turbulent
intensity in the annular region reduces gradually as the swirl de-
cays, it increases in the core region. In the core region very low-
frequency motion prevails, while in the outer regions~annular and
wall! the fluctuations include high-frequency motion, as expected
in turbulent flow. This peculiar frequency observed in the core
region might be the result of an inertial wave generated by the
rotating motion, which prevails as the flow is nondissipative.
Thus, the tangential velocity in swirling flow has a significant
influence on the flow structure.

Fig. 3 Axial Normal Reynolds Stress Distribution after Erdal †9‡

Fig. 4 Tangential Normal Reynolds Stress Distribution after Erdal †9‡
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3.2.2 Turbulent Kinetic Energy.The turbulent kinetic en-
ergy, k, is analyzed in this study, aimed at developing turbulent
flow correlations, instead of using normal Reynolds stress expres-
sions. Figures 10 and 11 show the turbulent kinetic energy,k,
normalized withUav

2 , for Algifri et al. @4# and Kitoh @5#, respec-
tively.

Reynolds Stresses: The radial distributions of the Reynolds
shear stresses are shown in Figs. 12, 13, and 14~after Algifri et al.
@4#!. The figures display the dependence of the Reynolds shear
stress on the Reynolds number and the axial location. Generally,
the Reynolds stress componentu8n8 decreases in magnitude as
the swirl decays and changes its sign~see Fig. 12!. It is negative
near the wall or annular region, where the flow slows down, but it
is positive in the core region, where the axial velocity increases in
the axial direction. As can be seen from Fig. 13, the component
n8w8 presents a change in its sign from the pipe centerline toward

the wall. This is due to the nature of flow in the core and the outer
regions. The magnitude ofn8w8 is negative and large in the an-
nular region, while it is small and positive in the core region. It
can also be noticed that the location wheren8w8 changes its sign
has a tendency to move toward the wall as the swirl decreases,
which is similar to the distribution of the mean tangential velocity
given in the previous section. For the case of swirl-free pipe, the
componentn8w8 does not exist.

Since angular momentum is transferred in the downstream di-
rection, the magnitude ofu8w8 should be mostly positive, de-
creasing as the swirl decays. Also, as can be seen from Fig. 14, in
the region around the pipe centerline where the forced vortex
behavior of the tangential velocity is dominant,u8w8 has a large
positive value. However, in the outer region where the tangential
velocity is of the free-vortex type, small values ofu8w8 do exist.

Fig. 5 Turbulent Kinetic Energy Distribution after Erdal †9‡

Fig. 6 Reynolds Shear Stress Distribution after Erdal †9‡
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4 Swirling Flow Mechanistic Model
Typical axial and tangential velocity profiles in swirling flow

are shown schematically in Fig. 1. In part I of this two-part paper,
correlations were developed for the flow field, including the axial,
tangential and radial velocity profiles. In this section, correlations
are developed for the corresponding turbulent quantities, includ-
ing the turbulent kinetic energy and its dissipation rate and Rey-
nolds shear stresses. First, the important concept of the swirl in-
tensity, presented in part I, is reviewed here as it is required for the
calculation of the turbulent quantities correlations.

4.1 Swirl Intensity Decay Number. Based on several sets
of swirling flow experimental data Mantilla@10# and later Erdal

@9# modified an existing swirl intensity correlation, proposed
originally by Chang and Dhir@7#, to predict the flow field. The
swirling motion decays as a result of wall friction. The swirl in-
tensity concept is used to characterize this decay. For axisymmet-
ric single-phase flow, the swirl intensity,V, is defined as the ratio
of the tangential to total momentum flux at any axial location,
namely

V5
2pr*0

Ruzuurdr

prR2Uav
2

(5)

The numerator of Eq.~5! corresponds to the tangential momentum
flux integrated over the pipe cross sectional area, while the de-

Fig. 7 Axial Normal Stress Distribution after Algifri et al. †4‡

Fig. 8 Radial Normal Stress Distribution after Algifri et al. †4‡
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nominator is the total momentum flux based on the average bulk
velocity. The Erdal@9# correlation for the swirl intensity is given
by:

V50.67 Re0.13S Mt

MT
S 12expS 2

n

2D D 2D 0.93

3expF2
1

2 S Mt

MT
S 12expS 2

n

2D D 4D 0.35

Re20.16S z

dsep
D 0.7G

(6)

wheren is the number of tangential inlets andMt /MT is the ratio
of the tangential momentum flux to the total momentum flux at
the inlet, as given by

Mt

MT
5S uL inlet cosb

Uav
D5

ut is

Uav
(7)

whereuL inlet is the liquid velocity at the inlet andb is the inlet
inclination angle. The liquid velocity at the inlet can be calculated
from the nozzle analysis developed by Gomez@11#, which can
then be used to compute the tangential velocity of the liquid at the

Fig. 9 Tangential Normal Stress Distribution after Algifri et al. †4‡

Fig. 10 Turbulent Kinetic Energy after Algifri et al. †4‡
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inlet slot,ut is . The Reynolds number in Eq.~6! is defined as for
pipe flow, based on the bulk velocity and the diameter of the
cyclone.

4.2 Continuous-Phase Turbulent Quantities Correlations.
In swirling flow, turbulence exhibits an anisotropic behavior. The
turbulent quantities of the continuous-phase are required to com-
plete the two-phase swirling flow model for the calculation of the
interfacial phenomena. The hypothesis is that as turbulence dissi-
pates, it affects the formation of the interfacial area concentration.
Therefore, the turbulent intensity, eddy viscosity, and energy dis-
sipation rate distributions have to be known for an analysis of the
gas core. Details are given by Gomez@12#.

4.2.1 Reynolds Shear Stresses.Correlations are developed
for the radial distributions of the Reynolds shear stresses for the
swirling continuous-phase, aimed at determining the eddy viscos-
ity of this phase. The parameters of these correlations are based on

experimental observations that high anisotropic turbulent behavior
occurs in swirling flow among the three Reynolds stress compo-
nents,ui8uj8. This behavior is observed in the core region around
the pipe axis, where the tangential velocity exhibits a forced vor-
tex, affecting the behavior of the Reynolds stresses. Hence, the
value of Tm and B are selected as correlating parameters, which
are related to the maximum magnitude and location of the tangen-
tial velocity, respectively. Following are the correlations for the
three Reynolds stress components, normalized with respect to the
average bulk velocity,Uav

2 . The values of the coefficients are
given in Table 1.

2
u8n8

Uav
2

5
Tm

B
•Fa•S r

RD 4

2b•S r

RD 3

1c•S r

RD 2

1d•S r

RD2fG (8)

Fig. 11 Turbulent Kinetic Energy after Kitoh †5‡

Fig. 12 Reynolds Shear Stress u 8n8 Distribution after Algifri et al. †4‡
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2
u8w8

Uav
2

5
Tm

B
•Fa•S r

RD 4

2b•S r

RD 3

1c•S r

RD 2

2d•S r

RD1f•en•VG
(9)

2
n8w8

Uav
2

5
Tm

B
•Fa•S r

RD 4

2b•S r

RD 3

1c•S r

RD 2

2d•S r

RD1fG
(10)

4.2.2 Eddy Viscosity Calculation for Swirling Flow.The
Boussinesq eddy viscosity hypothesis defines the interaction

between the Reynolds stresses and the gradients of the mean ve-
locities. Also, it is well known that the turbulent kinetic energy,k,
and its dissipation rate,«, are related to the turbulent eddy viscos-
ity, y t , through a dimensional Kolmogorov relationship~which is
widely used in the standardk-« model–isotropic concept!. For the
case of swirling flow, the distribution of the Reynolds stress com-
ponents exhibit a different magnitude and behavior, as the swirl
decays. This results in different magnitudes of the three eddy vis-
cosity components, caused by the anisotropic behavior of the tur-
bulent flow. The values of the eddy viscosities are derived from
the Boussinesq eddy viscosity model, once the Reynolds shear
stresses and the velocity field are known, and are given by

Fig. 13 Reynolds Shear Stress n8w 8 Distribution after Algifri et al. †4‡

Fig. 14 Reynolds Shear Stress u 8w 8 Distribution after Algifri et al. †4‡
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y tzr52
u8n8

]uz

]r

(11)

y tur52
n8w8

r
]

]r S uu

r D (12)

y tuz52
u8w8

]uu

]z

(13)

Experimental observations demonstrate that close to the wall
the anisotropy among the three eddy viscosity components be-
comes weak, as discussed by Algifri et al.@4#. It is also observed
from the data that in the annular region the magnitude ofy tuz is
larger thany tur andy tzr . This leads to the conclusion that in order
to satisfy Kolmogorov theory, a modification has to be made to
account for anisotropic turbulent flow. One simple way is to use
an ad hoc coefficient, so that thek-« model relationship can still
hold. This coefficient may or may not have functionality with
other turbulent parameters, as was demonstrated by Kobayashi
and Yoda@13#. Due to the high degree of empiricism of these
coefficients and with no validation done, this method is disre-
garded in the present investigation. Instead, a tensor analysis is
carried out, similar to the method of determining the principal
stress direction, for calculating an equivalent magnitude of the
eddy viscosity acting in the principal stress direction.

4.2.3 Turbulent Kinetic Energy Correlation for Swirling Flow.
From the experimental data for the turbulent quantities, it can be
seen~Fig. 5! that the turbulent kinetic energy exhibits an increas-
ing maximum near the pipe centerline, as the flow moves down-
ward. However, at some particular location along the axial direc-
tion, the magnitude of maximum turbulent kinetic energy starts
decreasing. A transition zone occurs between the two regions that
is dependent on the swirl intensity and the Reynolds number. As
the swirl intensity decreases and decays completely, the turbulent
kinetic energy also decreases until it converges to a magnitude
similar to that of swirl-free pipe flow. It is also observed that these
maxima location shift around the cyclone axis in an oscillatory
manner.

The minima values of the kinetic energy exhibit an opposite
behavior, as compared to the maxima values. The minima have
almost a zero magnitude, increasing slowly with axial position as
the swirl intensity decreases, until converging to swirl-free pipe
flow values, as well.

The above experimental observations have been used in this
study to develop an empirical correlation for the turbulent kinetic
energy, normalized with respect toUav

2 . The correlation is depen-
dent on the initial swirl intensity and its decay, and on the Rey-
nolds number. The developed correlation also captures the oscil-
latory phenomenon of the maximum kinetic energy value.

The location of the maximum of the turbulent kinetic energy in
the radial direction is modeled with a periodical type equation,
correlated with experimental data, which can predict the whipping
behavior of the core, as follows:

r shi f t

R
520.22•exp@20.6•~ ln V20.8!2#

3sin~23.088•V210.091!20.022 74 (14)

The parameters given below are used to determine the magni-
tude of the kinetic energy,k(r ,z), in the entire flow domain:

Ykmin50.18•@12exp~20.5467•V•Re20.009 79!# (15)

AK53.20231025
•expF0.7•S Mt

MT
D G23.34231023

3sinS 0.908•S Mt

MT
D20.0238D13.23•1023 (16)

BK51.126•$0.5•tanh@5000•~V22!#10.5% (17)

Ykmax5AK Re0.45
•expb20.83•~ ln V20.5415!2c

1BKS r shi f t

R D1Ykmin (18)

n5
133.009V

Re
(19)

q50.1292•exp~20.0784•V! (20)

The final equation for the turbulent kinetic energy correlation,
normalized with respect toUav

2 , is given by:

k

Uav
2

5~Ykmax2Ykmin!•expF 2
1

2
S r

R
2

r shi f t

R

q
D 2G

1Ykmin•expFn•S r

RD 2G (21)

4.2.4 Turbulent Energy Dissipation Calculation for Swirling
Flow. For a complete eddy viscosity turbulent model, at least
two turbulent quantities have to be specified. In the present study,
the two specified turbulent quantities are the Reynolds shear
stresses and the turbulent kinetic energy. As was discussed above,
the k-« model provides a relationship between the turbulent eddy
viscosity and the turbulent kinetic energy through the energy dis-
sipation,«, as given below, where,Cm50.09.

«5Cm

k2

y t
(22)

The energy dissipation expresses the rate of dissipation of the
turbulent kinetic energy. The importance of the energy dissipation
in a two-phase dispersion is manifested in the generation of the
interfacial area, namely, breakup and coalescence of bubbles/
droplets.

A particular problem is presented in swirling flow, due to the
anisotropic behavior of the turbulent flow. In order to solve Eq.
~22! for «, the isotropic turbulent eddy viscosity,y t , must be
known. As the flow is anisotropic, the turbulent eddy viscosity is
a tensor, as given by Eqs.~11! to ~13!. To overcome this problem,
a method similar to tensor analysis is adopted, for determining
equivalent isotropic turbulent eddy viscosity acting in the princi-
pal direction from the different eddy viscosity components. Thus,
the Reynolds stress tensor is expressed as follows:

ui8uj85S u82 u8n8 u8w8

u8n8 n82 n8w8

u8w8 n8w8 w82
D (23)

The turbulent kinetic energy is defined as the sum of the normal
Reynolds stresses, and is given below:

Table 1 Reynolds stress coefficients

a b c d f n

u8n8 0.3304 0.6158 0.1177 0.1295 0.0059 ¯

u8w8 0.7935 2.0297 1.8388 0.6549 0.0352 0.0314

n8w8 1.2954 2.4614 1.3188 0.1942 1.6390 ¯
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k5
1

2
~u821n821w82! (24)

Equivalent tensor components are defined below to express the
eddy viscosity values for the different directions, so that the
equivalent value of the eddy viscosity acting in the principal di-
rection can also be obtained, namely,

y t i j 5S ju82̄ yzr yuz

yzr jy82̄ yur

yuz yur jw82̄

D (25)

where the parameters used are defined below:

j5
ui8

2
•R

Uav
(26)

c15
u82

w82
and n825

1

2
~u821w82! (27)

The value ofc151.13 is used in this study, obtained from ex-
periments. The three roots of the cubic polynomial equation, given
below, are the three principal equivalent eddy viscosity values,

d32I 1d21I 2d2I 350 (28)

where the invariants,I, are defined in this study as follows:

I 15
2R

Uav
k (29)

I 25
16

9

c1

~c111!2

R2

Uav
2
•k21

8

9

1

~c111!

R2

Uav
2
•k2

1
8

9

c1

~c111!
•

R2

Uav
2

k22~yur
2 1yuz

2 1yzr
2 ! (30)
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4

3
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Uav
kS 8

9

1

~c111!

R2
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2

k22yur
2 D

1yzrS yzr

4

3

1

~c111!

R

Uav
k2yuzyur D

1yuzS yzryur2
2

3

R

Uav
kyuzD (31)

Once the three roots of Eq.~28! are obtained, the equivalent
turbulent eddy viscosity is defined by the magnitude of the prin-
cipal direction components.

y t eqv5Ad1
21d2

21d3
2 (32)

In cases whered15d25d3 , isotropic turbulent flow will occur.
Finally, the energy dissipation rate is determined by the well-
known k-« equation as:

«5Cm

k2

y t eqv
(33)

5 Gas-Core Stability Model
The mechanisms of the stability of single-phase swirling flow

can be related to the turbulent intensity, as demonstrated by the
experimental data. The offset location from the centerline of the
maximum peak of the turbulent kinetic energy is observed. Thus,
it is assumed that the turbulent kinetic energy can be used to
develop a model to predict the stability of the gas-core in two-
phase swirling flow, as well.

The stability of the gas core is the key to defining the dominant
swirling two-phase flow pattern. Thus, one might think that high
intensity swirling flow would enhance the gas–liquid separation

due to the surge motion of the lighter fluid toward the gas-core
region, which also becomes wider as the swirl intensity increases.

The developed model for the prediction of the gas-core stability
is based on the above-mentioned phenomena. Using the derivative
of the turbulent kinetic energy correlation~given by Eq.~21!! with
respect to swirl intensity parameter, one can obtain the slope of
the turbulent kinetic energy to analyze the stability of the gas
core. Gomez@12# defined the swirling two-phase flow pattern as
follows:

• For positive slope of the gas core and very low swirl intensity
~less than 0.8!, the gas core behaves as aNo Gas-Core–High
Bubble Dispersion.

• For positive slope of the gas core and moderate swirl inten-
sity ~between 0.8 and 1.5!, Weak Gas-Core–High Bubble
Dispersion is present.

• For slope approaching zero value as swirl intensity increasing
up to values around 2 to 3, for this caseWhipping Gas-
Core–Low Bubble Dispersion is the dominant swirling flow
pattern.

• Finally, for negative slope at high swirl intensity~larger than
4! Stable Gas-Core–No Bubble Dispersion is the present
swirling flow pattern.

The diameter of the core can be determined similar to the
analysis presented by Barrientos et al.@14#. The Young–Laplace
equation can be used to define the normal stresses at the interface
~jump conditions!, as given below:

tn•nur 5r c

l iquid2tn•nur 5r c

gas 5
s

r c
(34)

Assuming that the gas-core interface rotates as a rigid body
with an angular velocityv1 , and that the normal stress at the
inner side of the gas-core is that of an ideal fluid, while at the
liquid side the normal stress can be expressed using the radial
velocity gradient and the hydrostatic pressure yields the following
expression for the gas-core diameter:

tn•nur 5r c

l iquid52rLgz12m
]ur

]r U
r 5r c

and tn•nur 5r c

gas 52~Pg1
1
2 rgv1

2rc2! (35)

wherer c the gas core radius andPg is the gas static pressure.

6 Simulation and Results
In this section, the developed correlations for swirling flow tur-

bulent quantities are tested against data from different published
studies for the continuous-phase. Also, the validation of the hy-
pothesis of the core-stability model against the experimental data
is presented.

6.1 Continuous-Phase Turbulent Quantities. As men-
tioned above, the turbulent flow properties are important in the
two-phase swirling dispersion process to define the interfacial area
by means of breakup and coalescence processes.

6.1.1 Turbulent Kinetic Energy.Figures 15 and 16 present
the performance of the developed normalized turbulent kinetic
energy correlation with the data of Erdal@9#. Figure 15 gives the
radial distribution of the turbulent kinetic energy at different axial
positions. As can be seen, the developed correlation captures the
physical phenomenon of the helical shifting of the maximum tur-
bulent kinetic energy along the axis of the cyclone. Figure 16
presents the same comparison in contour plot form.

A comparison between the entire Erdal@9# data and the devel-
oped correlation for the helical radial oscillation of the maximum
turbulent kinetic energy around the cyclone axis, as a function of
the swirl intensity, is shown in Fig. 17. The figure demonstrates
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that for low swirl intensity corresponding to locations far below
the inlet, high fluctuations occur due to flow instability. However,
as the swirl intensity increases~corresponding to locations near
the inlet! the radial oscillation of the maximum turbulent kinetic
energy decreases, since the flow becomes more stable. Figures 18,
19, and 20 show the comparison of maximum and minimum mag-
nitudes of the turbulent kinetic energy as function of swirl inten-
sity and Reynolds number. Figure 18 shows the comparison for
low Reynolds numbers~Re59137! at moderate swirl intensity
(Mt /MT55.44), while Fig. 19 is for high Reynolds numbers~Re
554 828! at both moderate and high swirling intensities. A com-

parison of the turbulent kinetic energy for the same value of
Mt /MT510.88, for both low and high Reynolds numbers, is pre-
sented in Fig. 20. Excellent performance is observed in all three
figures.

Finally, the developed correlation for the turbulent kinetic en-
ergy is compared against the data of Kitoh@5# for very low swirl
intensity~less than 0.8!, as can be seen in Fig. 21. Note that these
data have not been used in the correlation development. As can be
seen, the correlation performs well against the additional data,
capturing the decay of the turbulent kinetic energy as the swirl
intensity tends to zero.

Fig. 15 A comparison of Turbulent Kinetic Energy Radial Distribution

Journal of Fluids Engineering NOVEMBER 2004, Vol. 126 Õ 953

Downloaded 03 Jun 2010 to 171.66.16.153. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



6.1.2 Reynolds Shear Stresses.Comparisons between the
developed correlations for the three Reynolds shear stress compo-
nents and Kitoh@5# experimental data, for Re550 000 and
Mt /MT52.37, are presented in Figs. 22, 23, and 24 for theu8n8,
u8w8, and n8w8 components, respectively, As can be seen, the
good performance of the correlations confirm that the location and
the maximum value of the tangential velocity are indeed the
proper correlating parameters for the Reynolds shear stress corre-
lations, as proposed in this study.

6.2 Gas-Core Stability Model. Figure 25~a! shows data
and simulation results of turbulent single-phase swirling flow ki-
netic energy contour plots. As the swirling intensity increases,
with values between 3 to 6~similar to the case shown in Fig. 19!,
the gas-core tends to stabilize in the centerline, as shown in Fig.
25~b! 1. For high values of swirl intensity, larger than 6, the core
remain stable around the centerline. At low swirling intensities,
between 1.5 to 3~similar to the case shown in Fig. 20!, the peak-
offset location from the centerline increases, which is related to
whipping gas-core phenomenon, as shown in Fig. 25~b! 2. For
cases where the swirl intensity are lower than 1.5~similar to the
case presented in Fig. 21!, no gas-core forms but rather high
bubble dispersion.

7 Conclusions
The hydrodynamics of dispersed two-phase swirling flow in the

lower part of the Gas–Liquid Cylindrical Cyclone~GLCC! and in
a straight pipe were studied both experimentally and theoretically.
Following are the main conclusions of the study:

• Published local LDV measurements for swirling flow field
have been analyzed and utilized to develop and validate cyclone
and pipe swirling flow field prediction correlations for the turbu-
lent kinetic energy and Reynolds shear stresses.

• The developed correlations for the continuous-phase swirling
flow turbulent quantities have been tested against data from other
studies, not used in the development of the correlations. The cor-
relations show good agreement with the data.

• The hypothesis that the swirling flow turbulent kinetic energy
behavior exhibits the same mechanism as that of the gas-core. A

Fig. 16 Contour Plot Comparison of Turbulent Kinetic Energy
Radial Distribution

Fig. 17 A comparison of Helical Radial Oscillations of the Maximum Turbulent Kinetic Energy With Swirl Intensity
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model for the prediction of the gas-core diameter and stability in
swirling flow field has been developed, based on the turbulent
kinetic energy behavior predicted by the developed correlation. It
was also confirmed that the stability of the gas-core can be used to
define the dominant swirling two-phase flow pattern in cylindrical
cyclone separators.

• The following are concluded with respect to the swirling flow
turbulent quantities:

i. The turbulent kinetic energy:The turbulent kinetic energy
exhibits an increasing maximum near the center, as the flow
moves downward. As the swirl intensity decreases and decays
completely, the turbulent kinetic energy also decreases until it
converges to a magnitude similar to swirl-free pipe flow kinetic
energy. In this study, a correlation is developed for the turbulent

kinetic energy that captures the oscillatory phenomenon of the
maximum kinetic energy value around the centerline, which can
predict the whipping behavior of the core.

ii. Reynolds Stress Components:The three Reynolds stress
components,u8n8, n8w8 andu8w8 have different trends and mag-
nitudes. Correlations are developed for all three components. The
important observation is that large anisotropic turbulent behavior
among the three components is present, where the anisotropy be-
comes weak very close to the wall.

iii. Turbulent Energy Dissipation:The energy dissipation in a
two-phase dispersion is manifested in the generation of the inter-
facial area, namely, breakup and coalescence of bubbles/droplets.
A particular problem is presented in swirling flow, due to the
anisotropic behavior of the turbulent flow. In order to satisfy

Fig. 18 Turbulent Kinetic Energy Comparison—Moderate Swirling Intensity

Fig. 19 Turbulent Kinetic Energy Comparison—Different Mt ÕMT
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Boussinesq eddy-viscosity approximation, a method similar to
tensor analysis is adopted, for determining equivalent isotropic
turbulent eddy viscosity acting in the principal direction, from
the different eddy viscosity values resulting from Reynolds stress
tensor.
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Nomenclature

B 5 radial location of the maximum velocity
Cm 5 constant for k-« model

d 5 diameter~m!
g 5 acceleration due to gravity~m/s2!
k 5 kinetic energy~m2/s2!

M 5 momentum~Newton!
P 5 pressure~Pa!
r 5 radial direction
R 5 pipe radius~m!

Re 5 Reynolds number

Fig. 20 Turbulent Kinetic Energy Comparison—Low and High Reynolds Number

Fig. 21 Turbulent Kinetic Energy Comparison—Very Low Swirling Intensity
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Tm 5 parameter related to maximum moment of tangential
velocity

u 5 axial and continuous-phase velocity~m/s!
Uav 5 average bulk velocity~m/s!

n 5 radial velocity~m/s!
w 5 tangential velocity~m/s!

Yk 5 Turbulent kinetic energy parameter
z 5 axial direction

Greek Letters

b 5 inclination angle measured from horizontal
e 5 kinetic energy dissipation rate~m2/s3!
u 5 tangential direction
r 5 density~kg/m3!
s 5 surface tension~Newton/m!
T 5 total burst time~s!

Fig. 22 Reynolds Shear Stress u 8n8 Comparison with Kitoh †5‡ Data „ReÄ50,000 and Mt ÕMTÄ2.37…

Fig. 23 Reynolds Shear Stress u 8w 8 Comparison with Kitoh †5‡ Data „ReÄ50 000 and Mt ÕMTÄ2.37…
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t 5 shear stress~Pa!
y t 5 turbulent eddy viscosity~kg/m s!
m 5 dynamic viscosity~kg/m s!
v 5 angular velocity~1/s!
V 5 swirl intensity

Superscripts

¯ 5 mean value of the variable
8 5 turbulent disturbance

Subscripts

av 5 average
c 5 core

eqv 5 equivalent
g 5 gas

inlet 5 inlet
is 5 inlet slot
L 5 liquid

max 5 maximum
min 5 minimum

r 5 radial direction of cylindrical coordinates
sep 5 separator

shift 5 location of maximum of turbulent kinetic energy with
respect to centerline

t 5 tangential
T 5 total
z 5 axial direction of cylindrical coordinates
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An Evaluation of Impeller Blade
Torque During an
Impeller–Diffuser Interaction
An evaluation of the torque on an impeller blade interacting with a diffuser blade is
presented. Comparisons of time averaged quantities are made between computed and
measured results. The calculation of the impeller blade torque was based on the axial
moment from fluid forces acting on a control volume surrounding an impeller blade
passage. Unsteady flow field contributions were incorporated in the computational model.
Results are compared to numerical predictions of the impeller blade torque based on
pressure and shear stress terms integrated over the blade and wall surfaces. From the
fluid forces perspective the major contribution to the time averaged impeller torque origi-
nated on the impeller inlet and outlet control surfaces. Contrarily the major contribution
to the unsteady impeller torque originated in the unsteady flow field within the impeller
control volume.@DOI: 10.1115/1.1839929#

1 Introduction
Turbomachinery represents a mature advanced technology. De-

sign techniques continually strive to improve machinery perfor-
mance by increasing efficiency and power concentration without
sacrificing reliability@1,2#. Improved machinery performance can
be accomplished with better predictability of the torque for a ro-
tating impeller.

The force and moment imparted to a fluid by a rotating impeller
blade are a synthesis of the complex interaction between centrifu-
gal, Coriolis, viscous, and blade forces all acting in an unsteady
fashion. The necessity of unsteady flow for an impeller to transfer
energy to a fluid is well established@3,4# and inclusion of un-
steady forces and resulting moments is a requirement for a com-
plete numerical model.

To circumvent the inclusion of unsteady flow calculations in an
impeller it is common place to calculate the flow field in the
rotating frame of reference, perhaps even isolating the impeller
from the diffuser. In the case of an isolated rotating impeller the
torque required can be described by considering the rate of change
of fluid angular momentum between the impeller inlet and outlet.
In a simplified form this can be expressed with the Euler turbo-
machinery equation. Commonly the Euler equation is evaluated
during the initial design phases of an impeller as an estimate of
impeller torque and consequently energy transferred to the flow.
Neglected in the application of the Euler turbomachinery equation
are impeller moment terms that stem from,

• unsteady flow,
• flow field nonuniformity,
• external fields~i.e., gravity!,
• fluid viscosity.

Given the complexity of evaluating each of these influences it is
clear why the Euler turbomachinery equation is a preferred design
approximation, but oversimplified. The neglected unsteady flow
field that arises in a rotating impeller interacting with the station-
ary system is well documented to be a significant contributor to
unsteady impeller blade forces and moments@5–7#. This interac-
tion must be modeled using unsteady techniques. Numerically nu-
merous efforts have been made to incorporate this interaction into
design methods with Reynolds averaged Navier–Stokes solvers
@8# or even with intricate vorticity elements and panel methods

@9#. But no open literature has reported the individual influence of
the above listed 4 points on impeller blade torque. This must be
evaluated in the design of advanced turbomachinery. The novelty
of the following investigation then lies in the quantitative evalu-
ation of each term that provides the impeller blade torque and
applies this information to the design of an industrial high-
pressure pump.

2 Theoretical Considerations

2.1 Control Volume. Fig. 1 depicts the control volumeV
used in the analysis. Represented is the impeller of an impeller–
diffuser-return vane combination. The inlet control surfaceS1 has
a unit normaln1 parallel to thez-axis of rotation. The outlet con-
trol surfaceS2 has a unit normaln2 perpendicular to the axis of
rotation. Shear and pressure influences are indicated onS1 and
S2 . The wall pressure and wall shear stress adjacent to the hub
surfaceSwh and adjacent to the shroud surfaceSws are indicated
by Pwh , Pws andtwh , tws. The influence of the location for the
control surfacesS1 andS2 was investigated by moving their po-
sition up and downstream. While this changed the magnitudes of
the quantities computed along the control surfaces and within the
control volume, the general tendencies remained in tact. Results
for only one position ofS1 and S2 that were very close to the
impeller inlet and outlet are described for presentation simplicity.

2.2 Axial Moment „Torque… From Blade and Wall Forces
The axial moment on a shaft axis resulting from impeller forces is
a consequence of,

• blade surface pressure,
• blade surface shear,
• hub and shroud surface pressure,
• hub and shroud surface shear.

This is expressed mathematically in Fig. 2 for the control volume
described in Fig. 1.ez is the unit vector taken parallel to the
machineryz-axis. The surface pressure terms represent the mo-
ment to overcome the pressure acting on each infinitesimal sur-
face area dSS on the blade and walls. The unit normal vector
perpendicular to dSS is nS. The surface shear terms represent the
moment to overcome the shear force from blade and wall rotation.
This shear force acts on the infinitesimal blade surface area dSS in
the direction of the unit parallel vectortS. The sum of the dot
product of the surface forces and associated moments is taken
along thez-axis of rotation to provide the shaft torque required to
rotate the blade.
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2.3 Axial Moment „Torque… From Fluid Forces. The mo-
ment on a shaft axisM zf resulting from the reaction forces of
flowing fluid contains five influences inside the control volumeV,
shown in Fig. 2 as Eq.~2! @10#. All five of these terms are un-
steady. Eq.~2! represents the unsteady flow field that causes the
axial blade moment represented by Eq.~1!. It is useful to solve the
individual terms of Eq.~2! as these can be manipulated in a given
industrial design to reduce detrimental moment and force fluctua-
tions on a pump impeller.

It has been commonplace to approximateM zf in this equation
by neglecting all terms except the velocity terms on the control
surfacesS1 andS2 to provide,

M zf5F E
S1

r13v1dmS12E
S2

r23v2dmS2G•ez (3)

Separating out the vector components along the control surfaces
of Fig. 1 the equation further simplifies to,

M zf5E
S1

r 1vu1dmS12E
S2

r 2vu2dmS2 (4)

With the assumption of uniform circumferential and meridional
velocity over the control surfaces a form of the Euler turboma-
chinery equation is obtained as,

M zf5m~vu1R12ave2vu2R22ave! (5)

whereR12ave and R22ave are geometric functions that are often
approximated by R12ave'Sqrt@0.5(R12hub

2 1R12shroud
2 )# and

R22ave'Sqrt@0.5(R22hub
2 1R22shroud

2 )#. In this article the situation
for the geometry of Fig. 1 provides the more exact values
of R22ave5R2 and R12ave52(R12shroud

3 2R12hub
3 )/3(R12shroud

2

1R12hub
2 ). The uniform velocity assumption of Eq.~5! is equiva-

lent to stating the circumferential and meridional velocity are area
averaged across theS1 andS2 control surface, not mass averaged
which Eq. ~4! requires. While such simple forms as Eq.~5! are
useful in a first design iteration they are too oversimplified for the
design of modern fluid machinery which must incorporate the full
governing flow physics.

Computational fluid mechanics offers the opportunity to include
models for all the terms present in Eq.~2! to determine the axial
moment from fluid forces. This is particularly useful for compu-
tations with coupled component interactions that generate sizable
unsteady flow.

3 Numerical Method
The numerical computations were performed using the com-

mercially available Numeca Fine Turbo code version 4.14 which
performs Reynolds averaging of the Navier–Stokes equations in
strong conservative form. Three turbulence models were indepen-
dently applied, the Baldwin–Lomax, the standardk2«, and a
high Reynolds number nonlineark2« model. While each of these
gave a slightly different result the general tendencies remained
consistent. The results presented here are based on the standard
k2« model. The structured numerical grid for a single impeller
blade passage consisted of 159841 nodes while a single diffuser–
return vane passage had 219069 nodes. Several other grid sizes
were evaluated to model the geometry with greater and less node
numbers. It was found that grid independence was established for
the listed node numbers. Grid independence was determined
quantitatively as impeller torque variations of less than 1% and
with a reasonabley1 resolution of the boundary layer. The itera-
tive calculations were stopped when a mass flow convergence of
better than 0.15% was maintained for 500 cycles and the root
mean square global residual~the sum of all the residual fluxes! on
the grid was below26. The artificial viscosity was held at the
lowest value possible to obtain this convergence and was not var-
ied among the time steps. Liquefied natural gas at a temperature of
2165°C and density of 450 kg/m3 was the working fluid. This
fluid was treated as compressible but always remained in liquid
form. The geometry parameters of interest for the pump were,

• the impeller–diffuser gap was 5% of the impeller outlet
radius,

• the impeller blade solidity was 1.5,
• the pump dimensionless specific speed was 0.35,
• the diffuser inlet blade angle was 9°,
• the impeller rotating speed was held constant.
The impeller and diffuser–return vane are seen in Fig. 3.
The interface plane between the rotating impeller and stationary

diffuser was treated in two steps. First a steady flow computation
was performed that applies a mixing plane approach for pitch

Fig. 1 Control volume and control surfaces in the impeller

Fig. 2 The expression for the axial moment „torque … in terms
of blade contributions and fluid contributions

Fig. 3 Geometry of the tested impeller and combined
diffuser–return vane. Shroud removed for viewing.
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averaging of flow parameters across the interface. The result of
this steady computation was applied as an initial guess for the
unsteady flow computation. The impeller grid was then rotated
through 10 time steps and the entire flow field solved for each
time step. The interface was treated as a connected boundary be-
tween the impeller and diffuser grid. To provide an accurate
boundary layer solution, values ofy1,10 are obtained over a
large portion of the wetted surfaces. This was required to provide
adequate resolution of the boundary layer used in the evaluation
of surface shear stress.

For the unsteady computation simplifications were made to the
actual machine to obtain periodicity which is industrially not vi-
able due to synchronization of the impeller–diffuser interaction.
Domain scaling was applied. The number of diffuser–return vanes
Zd510 was made an integer factor of the impeller bladesZi55.
In reality Zd58 and Zi55, as seen in Fig. 3. The number of
impeller time steps calculated was 10, which corresponds to 10
steps for 1/5 of a full rotation or every 7.2°. Periodicity was as-
sumed for the remaining 4/5 of a rotation. The boundary condi-
tions imposed on the periodic sections are defined by
Fk(r ,uk ,z,t)5Fk(r ,uk6blade pitch,z,t) k51,2, . . . with Fk as
some flow property in a cylindrical coordinate system. At the
impeller–diffuser interface a nonmatching connected boundary
was applied as the grids do not match at the interface for each
time step. A comparison of the results from the time averaged
domain scaling method and the separate mixing plane method
revealed that the computed impeller torque was within61.9% at
the flow rates corresponding to 65%, 100%, and 125% bep. The
inlet and outlet boundary conditions were far enough upstream
and downstream to be held constant for each of the flow rates
calculated. Overall the major sources of flow field unsteadiness
modeled are the impeller–diffuser interaction, the impeller blade
wake, and the boundary layer development. The influence of leak-
age from clearance flows and seals was neglected. The computa-
tional results provide the unsteady quantities within the entire
control volume required for a full evaluation of Eq.~2!. The do-
main scaling approach is, however, clearly recognized as having
an unsteady interaction with the diffuser that was synchronized.
The magnitude of the unsteady flow field from such an approach
with a 10 bladed diffuser will be larger than that expected in
reality with an 8 bladed diffuser. Thus the results presented here
should be viewed as a worst case scenario for design to bracket
the upper limit on the impeller torque fluctuations. This is then a
usefull design approach that provides a relatively quick computa-
tion and an upper limit on the expected unsteady flow field mag-
nitude even though the frequency of excitation will not match
reality. But the frequency of excitation can be easily found with a
standard interference diagram of the blade rows.

4 Test Stand Measurements
The designed impeller and diffuser–return vane combination in

Fig. 3 was manufactured and tested in a 10-stage high-pressure
pump. The test fluid was liquefied natural gas at a temperature of
2165°C. The drive was a submerged cryogenic motor with a
power rating of 1.1 MW. This motor was a two-pole machine
running at 3000 rpm from a 6 kV voltage source. A solid model
view of the multistage pump is seen in Fig. 4. The differential
pressure of the pump was measured between the inlet and dis-
charge using pressure transducers capable of60.8% full-scale
accuracy. The flow rate was measured with an orifice plate ar-
rangement to62% full-scale accuracy. The torque on the shaft of
the pump was determined from the measured motor input power
and the measured rotational speed of the pump shaft. In the com-
parison to numerical results compensation for uncalculated hy-
draulic and mechanical losses~i.e., leakage, bearings, and motor!
have been included. This compensation was based on extensive
industrial testing experience coupled with previous results from
water tests and liquid nitrogen tests where the use of a dynamom-
eter was technically feasible. Using this method the shaft torque

was determined to be accurate within62%. All of the measured
data are time averaged quantities, which are used to provide vali-
dation for the steady state numerical results.

5 Results
General numerical results are first provided as a foundation for

further analysis since these results are applied to calculate the
axial moment from fluid forces in Eq.~2!. Shown in Fig. 5 is the
time averaged total pressure coefficientc. As expected the impel-
ler raises the total pressure. In the diffuser–return vane a slight
drop in total pressure is experienced due to dissipation.

From the 10 impeller positions corresponding to the 10 time
steps at 7.2° rotation, the tangential velocity at the bep flow rate is
shown in Fig. 6 on the mid blade height position across the cir-
cumference. These profiles, along with the meridional velocity,

Fig. 4 Solid model view of the 10 stage pump hydraulics that
were used to obtain measurments

Fig. 5 Circumferential averaged total pressure coefficient
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which is not shown, are assumed to be a constant value across the
entire impeller outlet surface in the area averaged Euler turboma-
chinery Eq. ~5!. This is seen not to be the case and the error
associated with the area averaging procedure is summarized in
Sec. 6.4.

In the final analysis the overall measured performance of the
pump is a validation of the global parameters computed in the
numerical model. Figure 7 compares the predicted and measured
global characteristics of the pressure coefficient and normalized
efficiency at several operating points. Agreement is reasonable
with part load calculations showing more deviation from the
measurements.

6 Axial Moment From Fluid Forces
For the geometry depicted by Fig. 1 simplifications to Eq.~2!

are possible.
1. The pressure term acting on theS2 control surface causes a

force perpendicular to the rotation axis. This force does not con-
tribute to the axial moment on the impeller. The pressure term
acting on theS1 control surface causes a force parallel to the
z-axis. This also does not contribute to the axial moment. Both
pressure terms are, therefore, zero.

2. The pump had a vertical orientation meaning the gravity
vector was parallel to the axis of rotation. The cross product of the
gravity vector with the radius vector was perpendicular to the
z-axis. No moment contribution along thez-axis was made. The
gravity term is therefore zero.

The three remaining moment terms result from the action of,
~1! viscous shear stress on theS1 andS2 control surfaces,
~2! fluid velocity on theS1 andS2 control surfaces,
~3! unsteady fluid velocity in the control volumeV.

The shear stress terms are simplified by the numerical grid ar-
rangement so that the expressions to evaluate the shear stress on
the control surfaceS2 andS1 are, respectively,

t ru5m(
S2

FR2

]

]r S vu

R2
D1

1

R2

]v r

]u G
(6)

tzr5m(
S1

F]v r

]z
1

]vz

]r G
The numerical differentiation was carried out on the control sur-
faces using a central difference technique.

6.1 Best Efficiency Point. Figure 8 reveals a graphical
comparison of the above three contributions to the axial moment
from fluid forces, made dimensionless by the total steady moment
M̄ zf generated by the fluid forces from the domain scaled compu-
tation. The sum of the three fluid contributionsM zf is also plotted
to reveal the relative importance of each term. The straight dashed
line on the graph indicates the value of moment determined from
the area averaged Euler equation~5!. The experimentally mea-
sured steady moment valueMmeasuredis 2% below the time aver-
aged axial moment from the domain scaled computation. To be
noted is that the impeller–diffuser interaction is well documented
to have the least influence on the flow field near the best efficiency
point @11#. This operating point represents the best case regarding
the magnitude of unsteadiness and related machinery vibrations as
recognized by industry@12#. Also of interest is that the unsteady
contributions are approximately in phase with each other, rising to
their peak as the impeller blade trailing edge was in radial align-
ment with the diffuser blade leading edge.

6.1.1 Viscous Shear Stress Contribution.The action of shear
stress can be seen to be a minor contributor to the total fluid
generated moment. The small value of viscosity for liquefied natu-
ral gas~approximately 1/4 of water! is partially responsible for the
small magnitude of moment to overcome viscous shear forces. In
the case of more viscous fluids this term will be more significant.

6.1.2 Fluid Velocity Control Surfaces Contribution.The ve-
locity term on the outlet control surfaceS2 is the major contribu-
tor to the steady fluid generated moment. TheS1 inlet contribution
is shown as much less but will depend on the preswirl for a given
application. A comparison between this surface contribution and
the Euler equation~5! shows the values are within 4% of each
other over the 1/5 rotation. Mathematically these values differ
only in the procedure of averaging, being mass or area averaged.
As will be seen this level of agreement will not be the case for
off-design operation as the flow field gradients and unsteadiness
become influential.

Fig. 6 Tangential velocity for 10 time steps at the bep flow
along a traversal of control volume outlet surface S2

Fig. 7 Comparison of the measured and computed single
stage characteristics in LNG

Fig. 8 Comparison of moment contribution terms at bep over
1Õ5 rotation
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6.1.3 Fluid Velocity Control Volume Contribution.The con-
trol volume contribution to the axial moment fluctuates at an am-
plitude of nearly 5% the total fluid moment. This is due primarily
to the impeller–diffuser interaction, without this interaction the
term would be near zero with only the unsteady boundary layer
and impeller wake contributions. It can also be seen that the con-
trol volume contribution is responsible for approximately 75% of
the unsteady fluctuation amplitude in the total axial moment. The
contribution of the fluid velocity on the control surfaces in Sec.
6.1.2 provides the other 25%. This indicates the unsteady velocity
in the control volume is primarily responsible for the unsteady
axial moment.

6.1.4 Blade Moment. Revealed in Fig. 8 is also the resulting
axial moment from the summation of pressure and shear forces
acting on the surfaces of the blade and walls, hub and shroud.
According to Eq.~1! this must equal the axial moment from fluid
forces and serves as a consistency check. Within the numerical
uncertainty of the discrete summation procedure, round off, and
convergence residuals this can be stated to be true. The discrep-
ancy over the time interval provided is a maximum of 1.4%.

6.2 Over Load: 125% Bep. Fig. 9 represents the same mo-
ment contribution terms at 125% bep flow rate operation. The
experimentally derived steady moment valueMmeasuredis 4% be-
low the calculated total steady moment. While no significant flow
field instabilities were found to occur in the impeller or diffuser,
the impeller–diffuser angular momentum exchange and flow
angles are mismatched resulting in local regions of larger flow
field gradients than at bep.

6.2.1 Viscous Shear Stress Contribution.The sum of the
shear stress contributions increases in magnitude by 25% over the
bep flow rate case. The reason for this growth is increased sec-
ondary flow due to off-design behavior. As depicted in Fig. 9 the
viscous contribution, however, remains small enough to be con-
sidered negligible.

6.2.2 Fluid Velocity Control Surfaces Contribution.The ve-
locity term on the control surfaceS2 is again the major contributor
to the steady fluid generated moment. A comparison to the Euler
equation~5! is also shown. The terms are within 7% of each other
over the 1/5 rotation. Discrepancies are now slightly larger than
the bep case as none uniform flow fields have formed which need
to be evaluated with a mass averaged procedure.

6.2.3 Fluid Velocity Control Volume Contribution.The am-
plitude of the unsteady velocity fluctuation inside the control vol-
umeV contributes up to 8% of the total fluid moment, which is a
slight increase over the bep case. The percentage contribution to
the unsteady total moment amplitude remains near 75% while the

fluid velocity contribution on the control surfaces is 25%. This is
due to both contributions rising in amplitude concurrently.

6.3 Part Load: 65% Bep. Shown in Fig. 10 are the contri-
butions to the fluid generated moment at a flow rate of 65% bep.
The experimentally derived steady moment valueMmeasuredis 6%
below the calculated total steady moment. At this flow rate vari-
ous flow field instabilities have formed including impeller inlet
and outlet recirculation that are causing the overprediction of the
measured value.

6.3.1 Viscous Shear Stress Contribution.The shear stress
contribution increases in magnitude by nearly 150% over the bep
flow rate case. Reasons for this large growth in magnitude are the
existence of both impeller inlet and outlet recirculation which rep-
resent regions of large flow field gradients not encountered near
bep. However, as depicted in Fig. 10 the shear stress contribution
still remains small enough to be considered negligible.

6.3.2 Fluid Velocity Control Surfaces Contribution.The ve-
locity term on the control surfaceS2 is again the major contributor
to the fluid generated steady moment. In comparison to the Euler
equation~5! the average of theS2 term is 26% higher over the 1/5
rotation. Discrepancies are larger than the bep case as large flow
field gradients and secondary flow have formed which require a
mass, not area, averaging procedure.

6.3.3 Fluid Velocity Control Volume Contribution.The un-
steady moment amplitude from the control volume contributes up
to 13% of the total fluid moment, which is significantly more than
the bep case. The contribution to the unsteady total moment am-
plitude is however not changed over the bep case, remaining at
near 75% while the fluid velocity contribution on the control sur-
face is near 25%. This is again due to both contributions rising in
amplitude concurrently.

6.4 Summary. Table 1 compares the three unsteady blade
moment contributions at the three analyzed operating points.
These are compared as the percentage of the total fluid generated
moment. The off-design operating points show a greater unsteadi-
ness. The unsteady motion in the control volume term is seen as

Fig. 9 Comparison of moment contribution terms at 120% bep
over 1 Õ5 rotation

Fig. 10 Comparison of moment contribution terms at 65% bep
over 1 Õ5 rotation

Table 1 Comparison of unsteady axial moment from fluid
forces as a percentage of the steady value

Operating
Point Viscous

Control
Surface

Control
Volume

bep !1% 1% 5%
125% bep !1% 2% 8%
65% bep !1% 3% 13%
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the largest contributor to unsteady impeller moment although the
relative contribution sizes remain fairly equal at near
0%:25%:75%.

Table 2 compares the steady values of the three moment con-
tributions. Since the volume contribution was based on the deriva-
tive of velocity with respect to time a 0% contribution is expected.
Also shown for comparison is the evaluation of the area averaged
Euler equation~5! determined from control surface averaged val-
ues. As expected near bep agreement is reasonable while further
removed from bep the area averaging method of Eq.~5! falters.

7 Conclusions
This article provides insight into the physical mechanisms in

the fluid that are responsible for the moment on an impeller blade
during the impeller–diffuser interaction. The largest contribution
to the steady blade moment stems from the velocity contribution
on the control surfaceS2 at the impeller outlet. The largest con-
tribution to the unsteady blade moment originates from the un-
steady velocity in the entire impeller volumeV. This may already
seem an intuitive pre-determined conclusion; in this article it has
been quantified.

The amplitude of the unsteady impeller moment is about 5%
the steady value at the bep flow rate and rises in amplitude for
off-design conditions to 13% the steady value at 65% bep flow
rate. Here the unsteady velocity in the control volume contributes
75% of the moment fluctuation magnitude; the outlet control sur-
face provides the other 25%. For the design of high power con-
centration turbomachinery these quantities are not negligible and
must be included in all design evaluations involving impeller
torque including rotordynamic simulations.

Comparisons reveal the computed steady moment values on the
impeller blade to be in reasonable agreement with measurements.
Furthermore the agreement in the moment is reasonable when
compared to the area averaged Euler turbomachinery equation
near the bep flow rate. At 65% bep flow rate the area averaged
Euler equation shows a discrepancy of approximately 0.75 times
smaller. This comes from the area averaging approach of the Euler
equation when in actuality mass averaging is required.

Finally the current investigation evaluates one radial gap size
between one impeller–diffuser combination. The results presented
here should not be generalized without evaluating several other
impeller–diffuser combinations from other industries. However
the relative importance of all the terms in Eq.~2! for the axial
moment generated from fluid forces has been highlighted. The
outlook is to manipulate these terms in turbomachinery design to
obtain reduced impeller moment fluctuations in high power con-
centration applications for greater machine reliability. The most
obvious way to manipulate these terms is by increasing the radial
gap size but other methods such a decreasing the blade loading or
reducing the amount of unsteady secondary flow are also available
in the design process.

Nomenclature

bep 5 best efficiency point
e 5 unit vector in the subscript direction
g 5 gravitational acceleration

M 5 moment
m 5 mass flow rate
n 5 unit vector normal to control surface
P 5 pressure
r 5 radius
S 5 control surface
t 5 unit vector parallel to surface in shear direction

V 5 control volume
v 5 absolute velocity
Z 5 blade number
c 5 pressure coefficient (DP/0.5rU imp-out

2 )
f 5 flow coefficient (Q/Aimp-outU imp-out)
h 5 hydraulic efficiency
r 5 density
t 5 shear stress
m 5 viscosity

5 time averaged quantity

Subscripts

d 5 diffuser
i 5 impeller
s 5 surface

ws 5 wall shroud
wh 5 wall hub

z 5 direction
zf 5 z direction, fluid generated
zb 5 z direction, blade generated
1 5 inlet control surface
2 5 outlet control surface
u 5 circumferential direction
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Table 2 Comparison of contributions to the steady blade mo-
ment. Discrepancy between area averaged Euler equation and
steady blade moment is also compared.

Operating
Point Viscous

Control
Surface

Control
Volume Euler

bep !1% 99% !1% 104%
125% bep !1% 99% !1% 107%
65% bep !1% 99% !1% 74%
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Transonic and Low Supersonic
Flow Losses of Two Steam
Turbine Blades at Large
Incidences
A linear cascade experiment was conducted to investigate transonic and low supersonic
flow losses of two nozzle blades for the steam turbines. In the experiment, flow incidences
were changed from234° to 35° and exit Mach numbers were varied from 0.60 to 1.15.
Tests were conducted at Reynolds numbers between 7.43105 and 1.63106. Flow visual-
ization techniques, such as shadowgraph, Schlieren, and surface color oil were used to
document the flows. Measurements were made by using downstream traverses with Pitot
probe, upstream total pressure probe, and sidewall static pressure taps. The losses were
found to be rather constant at subsonic flows. At transonic and low supersonic flows, the
losses increased steeply. The maximum relative increase of the losses was near 700%
when the Mach numbers increased from 0.6 to 1.15. However, the maximum relative
increase of the losses was only about 100% due to very large variation of incidences. It is
important to note that the effect of Mach numbers on losses was much greater than that
due to the very large incidences for the transonic and low supersonic flows. A frequently
used loss correlation in the literature is found not suitable to predict the losses of the
tested blades for the transonic and low supersonic flows. From the current experimental
data and some data in the literature, a new correlation for the shock related losses is
proposed for transonic and low supersonic flows of turbine cascades. Comparison is
made among the existing correlation and the new correlation, as well as the data of the
current two cascades and other three turbine cascades in the literature. Improved agree-
ment with the experimental data of the five cascades is obtained by using the new corre-
lation as compared with the prediction by using the frequently used loss correlation in the
literature. @DOI: 10.1115/1.1839927#

Keywords: Transonic and Low Supersonic Flow, Large Flow Incidence, Shock Loss,
Linear Cascade, Steam Turbine

Introduction
Steam turbines frequently operate at off-design conditions, such

as idling, variable speed, and varying loading. At off-design con-
ditions, flow entering each stage of a turbine can be far off from
the design incidences. A transonic and low supersonic flow
coupled with a large incidence, possibly leading to a large flow
separation on the turbine blade, poses a real challenge for turbine
designers. Aerodynamic loss data and their correlations based on
turbine cascade experiments are essential for the aerodynamic de-
sign and analysis, especially to account for a complete operating
range at the initial stage of a whole turbine design process. In
addition, transonic and low supersonic flows of turbine cascades
with large incidences are also a challenge for CFD analysis. The
aerodynamic loss data of transonic and low supersonic flows with
large flow separations are also important for the validations of
CFD codes.

Over the years, many experimental studies have been carried
out to investigate the effects of flow incidences on the perfor-
mance of turbine cascades, and good results have been obtained,
such as Jouini et al.@1#, Benner et al.@2#, Goobie et al.@3#, Hod-
son and Dominy@4#. However, the aerodynamic loss data for tran-
sonic and low supersonic flows at very large incidences are very
limited for turbine cascades in the literature.

Many loss correlations for turbine blades have been derived and

improved in the past, such as Ainley and Mathieson@5#, Craig and
Cox @6#, Martelli and Boretti@7#, and Chen@8#. The most widely
used empirical loss system for axial flow turbines is that due to
Ainley and Mathieson@5# published in 1951. This loss system was
subsequently updated to reflect the improved understanding of
some aspects of the flows. The most notable and widely accepted
improvement was made by Dunham and Came@9# in 1970. In
1981, Kacker and Okapuu@10# further refined Ainley–Mathieson/
Dunham–Came correlation@5,9# to account for the effects of
shock waves and channel acceleration of turbine blades at higher
Mach numbers. In addition, Kacker–Okapuu correlation@10# also
accounted for the advances in turbine design over the past three
decades since Ainley and Mathieson@5# ~1951!. Until recently,
Kacker and Okapuu correlation@10# is still frequently used in the
literature.

In summary, new data are needed in the area of transonic and
low supersonic flows of turbine blades at very large incidences,
and periodic revisions are necessary for empirical loss correlations
to reflect the recent trends in turbine design. This research is to
address the limitation of the data for transonic and low supersonic
flows of turbine blades at very large incidences. From the current
experimental data, an effort is also made on the shock related loss
correlation for transonic and low supersonic flows of turbine
cascades.

A linear turbine cascade experiment was carried out in the tran-
sonic wind tunnel at Virginia Polytechnic Institute and State Uni-
versity ~VPI&SU!. Two nozzle blade profiles used for high-
pressure steam turbines were tested at the very large incidences
~from 235° to134°!. Exit Mach numbers were varied from 0.6 to
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1.15. Flow visualization techniques, such as shadowgraph,
Schlieren, and surface color oil were applied to aid in interpreting
the data. Measurements such as total pressure and wall static pres-
sure were made to obtain total pressure loss coefficients. The fre-
quently used loss correlation by Kacker and Okapuu@10# was
compared with the current experimental data. The comparison
shows that the loss model by Kacker and Okapuu@10# severely
underestimates the losses of the transonic and low supersonic
flows. From the present experimental data and some data in the
literature, a new shock related loss correlation is proposed for
transonic and low supersonic flows of turbine cascades. The com-
parison of the new loss correlation is made with the experimental
data of the current two cascades and three other turbine cascades
in the literature. The comparison of the current experimental data
with those of the three cascades in the literature serves as a further
validation for the present experiment. In addition, the comparison
of the new correlation with the data of the current two cascades
and the three turbine cascades in the literature also serves as a
validation of the new correlation.

Experimental Techniques

Wind Tunnel and Cascades. The transonic wind tunnel at
VPI&SU is a blow-down type. A four-stage reciprocating com-
pressor is used to pressurize air into two storage tanks. Upon
discharge from the storage tanks, the air passes through an
activated-alumina dryer where the air is de-humidified. Upon en-
tering the test-section of the wind tunnel, the flow is straightened
via a flow straightening component and then is made homoge-
neous by a mesh-wired component. When the tunnel is started to
run, a butterfly valve is adjusted to maintain a constant mass flow
and constant total pressure with a control computer. Typically the
valve is able to maintain a constant mass flow rate and constant
total pressure for up to 15 s.

A picture of the test-section is shown in Fig. 1. The test-section
has an inlet cross-section with the dimensions of 152 by 234 mm.
A cascade with a blade span of 152 mm is mounted on two cir-
cular Plexiglasses with a diameter of 457 mm and then is as-
sembled into the test-section. The cascade can be rotated to
achieve various flow incidences from245° to 150°. The flow
control techniques for cascade flow periodicity, such as adjustable
endwall contours, tailboards, and endwall boundary layer suction,
etc., were not used in this experiment. As compared with usual
cascade facilities, more blade numbers were used for the cascades
in the current experiment to obtain good flow periodicity. A total
of 11 to 12 blades were installed for each cascade in this experi-
ment. Flow visualization and traversing data of the cascade wakes
showed that an acceptable flow periodicity was obtained in this
experiment.

Two turbine blade profiles were tested in the current cascade
experiment. The two blade profiles are proprietary and are not
allowed to be published. The geometry parameters of the two
cascades are listed in Table 1. Figure 2 illustrates the definition of
the geometry parameters used in this paper. The pictures of the
blades are shown in Figs. 3–5 for Blade A and shown in Fig. 1 for
Blade B. The two blade profiles, Blades A and B were used for
impulse-type nozzles of high-pressure steam turbines. Blade A
was purposely designed for structural strength necessary for high
pressure drops, and Blade B was designed for maximum effi-
ciency of moderate- to low-pressure drop. The two cascades had
the same gauging~0.2! and exit metal angles~12°!. However, the
blade chords, solidities, pitches, and inlet metal angles of the two
cascades were different, as listed in Table 1.

Measurement Techniques. The measurements of upstream
total pressure were completed using a Pitot probe positioned at
305 mm upstream of the test-section in the wind tunnel. The
pitchwise traverse of a Pitot probe was applied at an axial location
of 25% of the blade chord downstream from the blade trailing
edges. The traversing probe was aligned in the approximated
mean flow directions and the traverse of the probe was made to
cover at least two middle blade passages of the cascades. The
traversing speed of six seconds per pitch was found to be suitable
for both the frequency response of the probe and the period of
time of the blow-down operation of the wind tunnel at the con-
stant upstream flow conditions.

The measurements of downstream wall static pressures were
made with static pressure taps on the sidewalls of the cascades.
The size of the pressure taps was 1.6 mm in diameter and they
were uniformly spaced in the pitchwise direction of the cascades.
Six of the pressure taps were installed for each blade passage. The
axial locations of the pressure taps were aligned on the same axial
location of the head of the traversing probe. In addition, four static
pressure taps were located upstream of the cascades to obtain the
upstream static pressure and to verify the uniformity of the inlet
flows to the cascades.

Fig. 1 Cascade test-section

Table 1 Blade specification

Parameter\Type Blade A Blade B

Chord ~mm! 66 51
Pitch ~mm! 31 38
Inlet Blade Angle,b1 85° 76.4°
Exit Flow Angle,a2 12° 12°
Solidity (c/s) 2.15 1.34
Gauging (o/s) 0.2 0.2

Fig. 2 Nomenclature of blade geometry
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A relative humidity sensor was positioned upstream of the cas-
cades together with a thermocouple to record the total tempera-
ture. The effects of relative humidity on flow loss measurements
had been studied with the transonic wind tunnel at VPI&SU be-
fore the current experiment and had been found to be negligible
when the relative humidity was below 10%. Accordingly, the rela-
tive humidity for the current experiment was controlled to be less
than 10%.

The data acquisition was performed by two commercial acqui-
sition systems, LeCroy and PSI. Three flow visualization tech-
niques: Shadowgraph, Schlieren, and color surface oil flow, were
applied to document the flows. For brevity, only some
shadowgraph–Schlieren results will be presented in this paper.
The complete flow visualization results can be found in Chu@11#.

Total pressure loss coefficients were calculated using the mea-
sured data at the inlet and exit of the cascades. The total pressure
and wall static pressure at each point of the downstream station
were used in determining the local total pressure loss coefficient
and the exit Mach number. The local total density was obtained by
using the ideal gas state equation. The local static density and flow
velocity were then calculated according to the local Mach number.
A correction was applied to correct the local data when the probe
traverse experienced a supersonic condition. This correction was
made according to the well-known Rayleigh formula for super-
sonic Pitot probe to obtain the real exit Mach numbers and total
pressures. A mass-weighted average was made along the two
middle blade passages of the cascades to obtain the mean values
of total pressure loss coefficients and exit Mach numbers.

The current experiment was performed for the Reynolds num-
bers from 7.43105 to 1.63106 based on the blade chords and the

blade exit flow conditions. The Reynolds numbers and the Mach
numbers were not independently controlled in the experiment, but
were coupled due to the change of the operating conditions of the
wind tunnel. The inlet turbulence intensities to the cascades were
found to be less than 1% in the current experiment.

Fig. 3 Shadowgraphs at design incidence of 5° „Mach 0.96,
Mach 1.02, and Mach 1.12 …

Fig. 4 Shadowgraphs at 35° incidence „Mach 0.99, Mach 1.05,
and Mach 1.10 …

Fig. 5 Schlieren at À25° incidence „Mach 1.12 …
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The major quantities were estimated to have the following un-
certainties due to the errors of the instruments and the measure-
ments: total and static pressures,61%; incidence angles:61°;
mass-averaged total-pressure loss coefficients,62%; Mach num-
bers:61%. Another major source of the uncertainty of the data
was due to the flow aperiodicity of the cascades. The uncertainty
due to the flow aperiodicity was estimated by the relative differ-
ence between the two averaged values of a quantity on each of
the two middle blade passages. The total uncertainty of the flow
quantity was obtained by summing the errors due to the instru-
ments and the measurements, as well as the error due to the flow
aperiodicity.

Results

Blade A. Shadowgraphs at the design incidence of 5° are
shown in Fig. 3 for the three exit Mach numbers, 0.96, 1.02, and
1.12. Good flow periodicity was recorded by the shadowgraphs
for all three Mach numbers. At the Mach number of 0.96, a dis-
tinctive normal shock appeared at the trailing edge on the suction
surface of each blade. This shock interacted with the wake of its
adjacent blade. At the Mach number of 1.02, an additional branch
of shock appeared at the trailing edge on the pressure side and
impinged on the suction surface of the adjacent blade. When the
Mach number was beyond 0.96, it was expected that the shock
increased to the maximum strength and then tended to diminish to
an oblique shock. However, due to the small difference of the
Mach numbers between 1.02 and 1.12, no large difference of the
shock patterns is distinguished from the shadowgraphs.

Shadowgraphs at the extremely positive incidence of 35° are
shown in Fig. 4 for the three exit Mach numbers, 0.99, 1.05, and
1.10. For all three Mach numbers, a flow separation at the leading
edge was recorded on the suction surface of each blade. At the
extreme positive incidence, the shock pattern is similar to that at
the design incidence. However, the location of the shock at the
extreme positive incidence occurred earlier on the suction surface
and the strength of the shock appeared weaker when the Mach
numbers were below 1.05. The additional branch of the shock on
the pressure side of the trailing edge started to generate at the
higher Mach number, 1.10.

A Schlieren picture at the extremely negative incidence~225°!
is presented in Fig. 5 for the exit Mach number of 1.12. One
feature of the flow was the flow separation on the pressure side at
the leading edge. It is expected that the separated flow would
reattach at some point on the pressure surface because of a strong
flow acceleration occurring towards the trailing edge. However,
the reattachment point is not clearly observable from the picture.
In addition, an additional branch of the shock on the pressure side
of the trailing edge was not observed at the tested Mach numbers.

Figure 6 is a sample of the traversing data with the downstream
probe presented in the form of a total pressure ratio of the exit

over the inlet. The periodicity of the traversing data along the
cascade pitches supports the observation with the flow visualiza-
tions. It should be mentioned that the periodicity of some travers-
ing data was not as good as shown in Fig. 6. The uncertainty due
to the aperiodicity of the flows is included in the total uncertainty
of the data, as was mentioned earlier in this paper. The total error-
bars of the data will be presented at each data point in the follow-
ing figures of this paper.

Figure 7 displays the variation of total pressure loss coefficients
versus exit Mach numbers for three incidences, the extremely
negative incidence of225°, the design incidence of 5°, and the
extremely positive incidence of 35°. Despite the extremities of the
incidences, the distributions of loss coefficients versus Mach num-
bers are similar for all the incidences tested. The profiles of the
loss coefficients can be clearly distinguished into three regions:
Subsonic, transonic, and supersonic.

In the subsonic region at the exit Mach numbers below 0.90,
the flow was dominated by viscous losses. The loss coefficients
were relatively insensitive to the Mach numbers. The lowest
loss happened at the design incidence and the highest loss oc-
curred at the extremely positive incidence~35°!. The loss level at
the design incidence was around 50% of that at the extremely
positive incidence.

In the transonic and supersonic regions for the exit Mach num-
bers beyond 0.90, the presence of the strong shock waves caused
the losses to increase in a steep gradient. The maximum loss in-
crease was about 700% when the Mach number increased from
0.6 to 1.15~from a loss coefficient of about 0.01 at the subsonic
flow to about 0.08 at the transonic and low supersonic flows!. On
the other hand, the maximum loss increase due to the very large
variation of the incidences was only about 100% and occurred at
the subsonic flow~from a loss coefficient of about 0.01 at 5°
incidence to about 0.02 at 35° incidence!. It is important to note
that the effect of the Mach numbers on the losses was dominant
for the transonic and low supersonic flows, while the effect of the
very large incidence variation was secondary.

At the design incidence of 5°, as shown in Fig. 7, the steep
increase of the losses occurred at the exit Mach numbers between
0.87 and 1.02, and then the losses peaked weakly at the Mach
number of 1.02. An explanation for this behavior can be made
according to the shadowgraphs shown in Fig. 3. At the Mach
number of 0.96, the flow separated at the trailing edge due to
strong interaction between the distinctive normal shock and the
blade boundary layers. The interaction between the shock of a
blade and the flow wake of the adjacent blade made the wake
mixing stronger. Both the separated flow and the stronger wake
mixing were responsible for the steep increase of the losses. When
the Mach number went higher, an additional branch of the shock
started to appear on the pressure side of each blade and to interact

Fig. 6 A sample of the probe traverse data: Total pressure ra-
tio of exit over inlet Fig. 7 Pressure loss coefficients with exit Mach numbers and

incidences, Blade A „ iÄÀ25, 5, and 35° …
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with the boundary layer on the suction surface of the adjacent
blade. The flow interaction due to the additional branch of the
shock resulted in a continuing increase of the losses. When the
Mach number was getting higher, the strength of the shocks was
expected to continue to increase to its maximum and then to di-
minish to an oblique shock. Subsequently, the loss coefficient at
the Mach number of 1.12 was 0.081, a little lower than that at the
Mach number of 1.02.

Regarding the effect of the incidence angle variation, as was
shown in Fig. 7, the loss pattern for the transonic and low super-
sonic flows was reversed as compared with that for the subsonic
flows. For the transonic and low supersonic flows, the loss curves
of the two extreme incidences~225° and 35°! drop below that of
the design incidence, with 5° incidence having the highest loss
level while 35° incidence having the lowest loss level. As has also
been noted earlier in this session of this paper, at the extreme
incidences, the shock was weaker and the generation of the addi-
tional branch of the shock was delayed to higher Mach numbers.
For transonic and low supersonic flows, shock and its interaction
with blade boundary layers–wakes were the dominant source of
the flow losses. At the extreme incidences, both the weaker shock
and the later generated additional branch of the shock were re-
sponsible for the lower loss levels. For the subsonic flows, on the
contrary, the flow separation at the blade leading edge was the
major contribution to the losses. Even though no shadowgraphs
were taken for the subsonic flows, it is reasonable to assume that
the subsonic flow separation occurred at the blade leading edge
for both the extremely positive and negative incidences, similar to
the leading edge flow separations shown earlier in this session for
the transonic and supersonic flows~Figs. 4 and 5!. At the design
incidence, no separation or relatively small separation is expected
at the blade leading edge. Consequently, the subsonic loss level
was always the lowest at the design incidence and always the
highest at one of the extreme incidences.

Blade B. For brevity, the flow pictures of shadowgraph–
Schlieren for Blade B will not be presented in this paper. Full
documentation of the pictures can be found in Chu@11#. The blade
profile of Blade B is displayed in Fig. 1. The pressure loss coef-
ficients as a function of the exit Mach numbers are shown in Fig.
8 for three incidences. The three incidences included the ex-
tremely negative incidence of234°, the design incidence of24°,
and the extremely positive incidence of 26°. When compared with
the loss pattern of Blade A shown in Fig. 7, it is noticed that both
Blades A and B behave similar for the flow losses in most aspects.
The profile of the loss coefficients for Blade B can be also distin-
guished in three regions: The subsonic region at the exit Mach
numbers below 0.90, the transonic and supersonic regions at the
Mach number beyond 0.90.

The hollow circles in Fig. 8 represent the loss profile for the

design incidence and the remaining two symbols for the two ex-
treme incidences. In the subsonic region, the loss level of the
design incidence was the lowest among the three incidences and
approximately 50% of the loss level at the extremely positive
incidence. In the transonic and supersonic regions, the loss curve
of the design incidence peaked weakly at a Mach number between
1.0 and 1.2.

In the subsonic region, as shown in Fig. 8, the loss level at the
negative incidence behaved closely to that at the design incidence.
In the transonic region, the loss level of the negative incidence
became the lowest among the three incidences. At the Mach num-
ber of 1.07, the loss of the negative incidence started to exceed
that of the design incidence. Due to the limitation of the facility,
no data were obtained at higher Mach numbers.

The extremely positive incidence was found to have the maxi-
mum loss level among all three incidences, as shown in Fig. 8. In
the subsonic region, the loss level of the positive incidence was
almost twice of that at the design incidence. In the transonic and
low supersonic regions, the loss level of the positive incidence
was close to that of the design incidence.

For all three incidences, as shown in Fig. 8, the losses in the
subsonic region were relatively insensitive to the Mach numbers.
For the transonic and low supersonic flows, the presence of the
shock waves and their interactions with the blade boundary
layers–wakes caused the losses to increase in a steep gradient.
The maximum increase of the losses was about 600% when the
Mach numbers increased from 0.6 to 1.1~from a loss coefficient
of 0.012 atM50.67 to a loss coefficient of 0.071 atM51.10).
Under subsonic conditions, however, the loss level differed only
by 100% due to the very large incidence variation. At the tran-
sonic and supersonic flows, the effect of the large variation of
incidence angles on the losses was much smaller than that at the
subsonic flows. The same conclusion for Blade B can be drawn as
compared with the case for Blade A in that for the transonic and
low supersonic flows the effect of Mach numbers on the flow
losses was dominant and the effect of the large incidence variation
was secondary.

Further Comparison of Blades A and B. The pictures of the
two blades are shown in Figs. 3–5 for Blade A and in Fig. 1 for
Blade B. The two blade profiles appear quite different, with Blade
A having a larger curvature on the suction surface approaching the
trailing edge, while Blade B having a straight-backed profile to-
ward the trailing edge. The throat–pitch ratios of the two cas-
cades, however, are identical, suggesting that some similar flow
accelerating conditions existed in the two cascades. In addition,
the cascade solidity of Blade A is significantly larger than that of
Blade B. For further comparison, the experimental data of both
Blades A and B have been put together at each incidence and are
shown in Figs. 9–11.

Figure 9 shows the flow losses of both blade profiles at their
design incidences. When the exit Mach numbers were below 0.9,
Blades A and B appeared to have almost the same loss level.
However, when the Mach numbers exceeded unity, Blade A had
higher losses. The larger the cascade solidity is, the narrower the
blade passage is, and the stronger the shock interactions are with
the blade boundary layer–wake for the transonic and low super-
sonic flows. Therefore, Blade A generated higher loss than Blade
B in the transonic and supersonic regions.

Figure 10 shows the losses of both blade profiles at the ex-
tremely negative incidences. When the exit Mach number was
below 0.85, the loss levels for the two blade profiles were close to
each other. When the Mach numbers were beyond 0.85, the loss
level of Blade A started to exceed that of Blade B. Thus, similar to
the situation at the design incidences, Blade B could operate more
efficiently than Blade A at the extremely negative incidences. The
larger cascade solidity of Blade A was also responsible for the
higher losses in the transonic and low supersonic regions.

Figure 11 shows the losses of both blade profiles at the ex-
tremely positive incidences. In the subsonic region, the loss levels

Fig. 8 Pressure loss coefficients with exit Mach numbers and
incidences, Blade B „ iÄÀ34, À4, and 26° …
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for the two blade profiles were close to each other. When the
Mach numbers went higher into the transonic and supersonic re-
gions, the loss level of Blade A was obviously lower than that of
Blade B. These observations are somewhat consistent with the
unpublished data in another experiment~Mindock, @12#!. At the
extreme positive incidence, as presented earlier in this paper, the
shock was weaker as compared with the design incidence at the
same Mach number and the additional branch of the shock started
to generate later to higher Mach number. In addition, Blade A was
tested with 9° higher than Blade B for the extremely positive
incidences. Therefore, Blade A had weaker shock and more de-

layed generation of the additional shock branch than Blade B. The
weaker shock and the later generated additional shock branch
were responsible for the lower loss level of Blade A in the tran-
sonic and supersonic regions. Due to the larger solidity of Blade
A, its loss had the tendency to exceed that of Blade B at higher
Mach number, as shown in Fig. 11.

The above comparison in this subsection together with those in
the two earlier subsections has revealed some common points for
both blade profiles. As was shown in Figs. 7 and 8, the subsonic
losses were always the lowest at the design incidences and always
the highest at the extremely positive incidences. In particular, the
subsonic loss level was relatively constant with respect to the
variation of the transonic and low supersonic flow losses. When
the Mach numbers increased from 0.9 to 1.15, the losses increased
steeply. The maximum increase in the losses was about 700%
when the Mach numbers increased from 0.6 to 1.15. On the con-
trary, the losses due to the very large variation of the incidences
only differed by 100%, much smaller as compared with the steep
increase due to the Mach number variation from the subsonic to
the transonic and low supersonic conditions. Therefore, for both
cases the effect of the Mach numbers was much more predomi-
nant than that of the very large incidence variation.

In the literature, some loss correlations for off-design condi-
tions of turbine blades are obtained based on the low speed ex-
periments, in which the losses at the off-design incidences always
appear much higher than those at the design incidences. This is
true for subsonic flows. According to the currently experimental
data, however, this is not true at the transonic and low supersonic
flows. Under the transonic and low supersonic conditions, the ef-
fect of the Mach numbers was predominant and the effect of the
very large incidence variation was secondary. For this reason, the
large incidences did not necessarily generate higher losses than
the design incidences at the transonic and low supersonic condi-
tions. Therefore, the off-design loss correlations for turbine blades
derived from the low speed experiments are questionable when
applied for transonic and low supersonic flows even at very large
incidences.

Loss Correlation

Kacker–Okapuu Correlation. Two-dimensional losses of
transonic turbine cascades are mainly associated with blade
boundary layers, boundary layer separation, shock waves, flow
mixing in the wakes, interaction between shocks and boundary
layers, and interaction between shocks and wakes@16#. For con-
venient discussion in this paper, the two-dimensional losses are
classified as~1! nonshock related losses, including those due to
blade boundary layers, boundary layer separation, and flow mix-
ing in the wakes, but excluding any effects caused by shock-
boundary-layer interaction and shock-wake interaction;~2! shock
related losses, including those generated by shocks themselves,
boundary layer separation due to shock-boundary-layer interac-
tion, and wake mixing due to shock-wake interaction.

The frequently used Kacker–Okapuu correlation for transonic
turbine losses is presented as follows@10#:

Yp,ko50.914f ~Re!YshockH 2

3
Yp,amdcKp1YhubshockJ 1YTET (1)

Yshock51160~M221!2 (2)

Kp512FM1

M2
G2

1.25~M220.2! (3)

Yp,amdc in Eq. ~1! is the Ainley–Mathieson/Dunham–Came loss
correlation. The multiplier 2/3 is a correction factor to account for
the later improvement in blade designs over the last three decades
since Ainley and Mathieson~1951! @5#. Kp is a correction factor
for the loss increase due to the channel acceleration of a turbine
cascade.Yhubshockis a combined effects of blade shock on inner
end wall flow and the blade channel flow of a cascade when the

Fig. 9 Comparison of test data at design incidences „Blades A
and B …

Fig. 10 Comparison of test data at extreme negative inci-
dences „Blade A, iÄÀ25 and Blade B, iÄÀ34…

Fig. 11 Comparison of test data at extreme positive inci-
dences „Blade A, iÄ35 and Blade B, iÄ26…
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inlet Mach number is larger than 0.4. For all tested conditions of
the present experiment, the inlet Mach numbers are less than 0.4
and thusYhubshock50. YTET is the trailing edge loss due to tailing
edge thickness but without shock effects included. For the two
currently tested blades,YTET is found to be less than 0.2% of the
overall losses.f (Re) is a correction factor for Reynolds Number’s
effects and has the value of unity when Reynolds number is be-
tween 23105 and 106. Equation~2! is the loss correlation for
shock wave effects when the exit Mach number exceeds unity.
When the Mach number is less than unit,Yshock51. Actually, Eq.
~2! is the only factor to account for the shock related losses.

When Kacker–Okapuu correlation is applied to predict the total
pressure loss coefficients in this paper, the following relation is
used to transfer the data from one definition to another for the
total pressure loss coefficients:

v5

YF12S 11
k21

2
M2

2D k/k21G
11YF12S 11

k21

2
M2

2D k/k21G (4)

Figures 12 and 13 present the comparison between the currently
experimental data and the prediction by using Kacker–Okapuu
correlation of Eq.~1!. For both the blade profiles, as shown in
Figs. 12 and 13, Kacker–Okapuu correlation is able to estimate
the losses satisfactorily at the exit Mach numbers below 0.90.
When the Mach numbers are beyond 0.90, Kacker–Okapuu cor-
relation severely underestimates the losses, by as much as 300%.
These results show that Kacker–Okapuu correlation works very
well when shock waves are not present. Thus, Kacker–Okapuu
correlation will be kept unchanged for subsonic flows throughout

this paper. When the Mach numbers were beyond 0.90, however,
as displayed earlier in this paper, the cascades entered the tran-
sonic and supersonic regions and the shocks were generated in the
blade passages. Consequently, the shocks and their interaction
with the blade boundary-layers/wakes produced steep increase in
the losses. Therefore, the severe underestimation of the losses by
Kacker–Okapuu correlation at the transonic and supersonic flows
is due to the inability of the correlation accounting for the shock
related losses, that is, due to Eq.~2!. As originally noted by
Kacker and Okapuu in Ref.@10#, Eq. ~2! in their correlation is
only an assumption made due to the lack of valid experimental
data for transonic and supersonic conditions. Thus, Eq.~2!, the
correlation for shock related loss, should be modified.

New Correlation for Shock Wave Related Losses. Equation
~2!, the correlation of shock related losses, includes two pieces of
information: ~a! The onset Mach number at which the shock re-
lated loss starts at transonic and supersonic flows;~b! the profile
of the shock related loss variation versus Mach number. The com-
parison made earlier in this paper between the current experiment
and the correlation suggests that the onset of the shock related
losses in Kacker–Okapuu correlation should be corrected to lower
Mach number, instead of the Mach number 1.0. This is reasonable
because the nominal exit Mach number of a cascade represents a
mean value of the exit Mach numbers of the cascade. When the
nominal exit Mach number approaches 1.0, a local Mach number
of the cascade flow could be far beyond 1.0, representing the
possibility of the generation of shocks and the interactions be-
tween the shocks and the blade boundary layers–wakes. This is
why the experiment in this paper displays the steep increase in
losses in the transonic and low supersonic regions and the shock
related losses started at a much lower Mach number than 1.0.

One may consider that Eq.~2!, the correlation for shock related
losses could work well if the onset Mach number of the shock
related losses was changed to some lower Mach number. For this
consideration, some modification has been made for the onset
Mach number to a lower Mach number in the following way

Yshock51160S M2

M2on
21D 2

(5)

WhenM2on of Eq. ~5! is set to some lower Mach numbers and
Eq. ~5! is applied for the loss prediction of the two cascades, it is
realized that Eq.~5! still very much underestimates the steep in-
crease in the shock related losses. Therefore, a new correlation
representing the shock related losses is needed and will be pro-
posed in this paper to replace Eqs.~2! and~5! while the rest of Eq.
~1! is kept the same.

The new correlation includes three aspects:~a! The onset Mach
number of the shock related losses;~b! the profile of the shock
related losses having a maximum when Mach number changes;
~c! the offset Mach number of the shock related losses at which
Mach number no shock related losses are generated.

The onset Mach number is considered to be related to the criti-
cal exit Mach number of a cascade at which a local Mach number
of the cascade flow approaches unit. The critical exit Mach num-
ber of a turbine cascade can be determined by its geometry and
flow parameters, such as the blade profile, cascade gauging (o/s),
and flow angles. It is realized that the smaller the cascade gaug-
ing, the larger the curvature of the blade suction surface, and the
smaller the blade exit anglea2 . In correlating so many factors
with the onset Mach number, it is found that the gauging of a
turbine cascade can be the most significant parameter or the rep-
resentative one that determines the onset Mach number, that is, the
onset Mach number is approximated only proportional to the cas-
cade gauging. Based on the current experimental data and some
data in the literature, a correlation for the onset Mach number is
obtained as follows

Mon50.8
o

s
10.63 (6)

Fig. 12 Comparison of test data with correlations for blade A
at design incidence „5°…

Fig. 13 Comparison of test data with correlations for blade B
at design incidence „À4°…
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The concept of the offset Mach number, on the other hand, is
proposed based on two facts:~a! The loss profile measured in the
current experiment, and~b! the theory on an ideal, one-
dimensional, compressible flow through a nozzle. As shown in
this experiment, the losses of the two turbine cascade increase
steeply in the transonic and low supersonic region. The flow
losses continue to increase to the maximum in the transonic and
low supersonic region and then decrease when the Mach number
continues to increase. Based on the theory for an ideal, one-
dimensional, compressible flow through a nozzle, the flow can
approach the supersonic condition isentropically at the exit of the
nozzle, without any shock waves generated. For such a one-
dimensional nozzle, this isentropic, supersonic Mach number,
without shock waves, is unique and depends only on the area ratio
of the exit over the throat of the nozzle~if we consider the thermal
characteristic of the fluid to be constant!. The offset Mach number
of the shock related losses of a turbine cascade should be related
to this isentropic, supersonic exit Mach number of the turbine
blade nozzle. The area ratio of the exit over the throat of a turbine
cascade is approximated as the ratio of the sine of the sum be-
tween the half blade trailing wedge angle and the blade exit angle
over the sine of the blade exit angle. Considering that the wedge
angle of a blade trailing edge is usually not available at the initial
stage of a turbine design process, it will not be practical to use the
trailing edge wedge angle in the loss correlation. Consequently, a
very simple approximation is made for the offset Mach number as
follows

Moff5Mon10.55 (7)

Regarding the profile of shock related losses versus Mach num-
ber, some considerations are exploited from the current experi-
mental data and some additional data in the literature. Accord-
ingly, the shock related losses are expected to start mildly from
the critical Mach number or the onset Mach number of a cascade,
followed by a steep increase due to the strong, normal shocks, the
multibranches of shocks, and their interaction with the blade
boundary layers–wakes. After the Mach number increases to the
location having the maximum shock related loss, the flow loss
goes down due to the weakened shocks and interactions. It is
noticed that the data presented by Martelli and Boretti@7# and
Chen @8# have displayed some evidences that the shock related
losses behave some symmetrically in the profile around the Mach
number of the maximum loss in the transonic and low supersonic
regions. Therefore, the profile of the shock related losses is pro-
posed as follows:

Yshock511KshF11cosS M22Mon

Moff2Mon
2p2p D G , Mon<M2<Moff

(8)

Yshock51, M2,Mon or M2.Moff (8a)

The correction factorKsh is correlated to the solidity of a cascade
as follows:

Ksh5Kshss1Ko (9)

Cascade solidity has a large effect on blade boundary layer and
consequently is a major factor of effect on flow loss. A turbine
cascade with a given blade exit angle has an optimal solidity at
which the flow loss is minimum. This optimal characteristic of
loss versus solidity is related to nonshock related loss and has
been included inYp,amdc, the Ainley–Mathieson/Dunham–Came
loss correlation in Eq.~1!. However, Eq.~9! accounts for the
different flow physics: the larger the cascade solidity is, the nar-
rower the blade passage is, and the stronger the shock interactions
are with the blade boundary layer/wake. Therefore, a cascade with
larger solidity generates higher shock related loss than a cascade
with a smaller solidity. Based on the current experimental data, we
obtainKshs51.0 andKo50.

The new shock related loss correlation, as represented by Eqs.
~8! and ~8a!, together with the related Eqs.~6!, ~7!, and ~9! is
proposed to replace Eq.~2!, the shock related loss correlation of
Kacker–Okapuu.

Comparison Between the New Correlation and Kacker–
Okapuu. The predicted losses based on Eqs.~8! and ~8a!, the
new shock related loss correlation, are added into Figs. 12 and 13
for the two cascades presented in this paper. It is shown in the
figures that much improved agreement is obtained between the
new correlation and the experiment for both blade profiles while,
as pointed out earlier in this paper, the original Kacker–Okapuu
correlation severely underpredicts the transonic and supersonic
losses for the two cascades. In particular, the predicted locations
of the maximum loss in the transonic and low supersonic regions,
based on the new correlation, agree quite well with the experi-
mental data of the two cascades.

To further examine Eqs.~8! and~8a!, the new shock related loss
correlation, a comparison was made among the new correlation,
the original Kacker–Okapuu correlation, and the experimental
data of three different turbine cascades in the literature. The ex-
periments for the three cascades in the literature were performed
and published by Kiock et al.@13#, Mee et al.@14#, and Detemple-
Laake@15#, separately. All the loss data published in the literature,
whenever presented in the form of the loss coefficientY, have
been transferred to the form of the loss coefficientv, according to
Eq. ~4!.

The data presented by Kiock et al.@13# were obtained in four
different European wind tunnels and are presented in the form of
an upper and lower limit in this paper. The upper and lower limit
of the data and the prediction results with both the original
Kacker–Okapuu correlation and the new correlation are presented
in Fig. 14. It is shown that both the original Kacker–Okapuu
correlation and the new correlation have a good agreement with
the experiment at the subsonic flow, as expected. In the transonic
and low supersonic regions, the original Kacker–Okapuu correla-
tion also underestimates the losses, even though the underestima-
tion in this case is not as severely as those for the two cascades
presented in this paper. It is noted that the new correlation gives
the improved agreement with the experiment through the whole
transonic and low supersonic range.

Figure 15 shows the comparison of both the original Kacker–
Okapuu correlation and the new correlation with the experiment
by Mee et al.@14#. The experimental data have been obtained at
two Reynolds numbers, 1 000 000 and 2 000 000 and the test data
of both conditions are displayed in the figure. The predicted re-
sults are displayed at the averaged Reynolds number, 1 500 000.
As shown in Fig. 15, the original Kacker–Okapuu correlation,
like before, underestimates the losses in the whole transonic and

Fig. 14 Comparison of correlations with test data by Kiock
et al. †13‡
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low supersonic range. On the contrary, the new correlation attains
better agreement with the experiment through the complete tran-
sonic and low supersonic range.

Figure 16 shows the comparison of the original Kacker–
Okapuu correlation and the new correlations with the experiment
by Detemple-Laake@15#. As there is no absolute loss level of the
data published by Detemple-Laake@15#, the loss coefficient,v at
the exit Mach number of 0.9 has been assumed to be 0.025 in
order to obtain the absolute loss levels for the other data points
presented by Detemple-Laake@15#. In this case, the original
Kacker–Okapuu correlation matches quite well with the experi-
ment even though there is still some underestimation of the losses.
On the other hand, the new correlation also has quite a good
agreement with the experiment data for most of the conditions
recorded. However, the new correlation underestimates the loss at
the point of the highest Mach number tested. This local underes-
timation by the new correlation is likely due to the simple ap-
proximation of the offset Mach number by Eq.~7!.

In summary, through Figs. 12–16, the original Kacker–Okapuu
correlation generally underestimates the losses of the three cas-
cades in the literature and severely underestimates the losses of
the current two cascades in transonic and low supersonic range.
On the contrary, the new correlation proposed for shock related
losses gives better and even much better agreement between the
prediction and the experimental data for the five cascades in al-
most all test points.

Since the new correlation matches with the current experimen-
tal data very well, the agreement and the improvement of the

agreement between the new correlation and the three experiments
in the literature also serve as a further validation for the current
experiment.

Summary and Conclusions
• The effects of exit Mach numbers and two extreme flow inci-

dences on the flow losses were investigated for two nozzle blade
profiles of the high-pressure steam turbines in a linear cascade
experiment. Flow incidences were varied from234° to 35° and
Mach numbers were tested from 0.6 to 1.15.

• For the subsonic flows, the losses were found rather constant
with respect to Mach numbers. For both blade profiles tested, the
subsonic losses were always the lowest at their design incidences
and always the highest at their extremely positive incidences.

• When the flow changed from the subsonic to the transonic and
low supersonic conditions, the losses increased steeply. When the
Mach number increased from 0.6 to 1.15, the maximum loss in-
crease was about 700%. However, the maximum loss variation
due to the very large incidence variation was only about 100%.
Therefore, the effect of the Mach numbers was predominant and
the effect of very large incidences was secondary under the tran-
sonic and low supersonic conditions.

• Regarding the secondary effect of the very large incidence
variation, the maximum loss variation~only about 100%! oc-
curred at the subsonic flows. Under the transonic and low super-
sonic conditions, the loss variation due to the very large incidence
variation was even smaller and in particular, the large off-design
incidences even did not produce higher losses than the design
incidences.

• Some off-design loss correlations for turbine blades in the
literature are obtained based on the low speed experiments, in
which the losses at the off-design incidences always appear much
higher than those at the design incidences. This is true at subsonic
flows. According to the current experiment, however, this is not
necessarily true at transonic and low supersonic flows. The off-
design loss correlations for turbine blades in the literature derived
from the low speed experiments are questionable when applied for
transonic and low supersonic flows even at very large incidences.

• The frequently used loss correlation by Kacker and Okapuu
@10# with its original shock loss model severely underestimates
the losses at the transonic and low supersonic flows and should be
corrected for future applications.

• A new correlation for the shock related losses has been pro-
posed and then applied to the two cascades presented in this paper
and the other three cascades in the literature. As compared with
the original Kacker–Okapuu loss correlation, an improved and
even much improved agreement with the experimental data for the
five cascades has been obtained by using the new correlation.

• Since the new correlation matches with the current experi-
mental data very well, the agreement and the improvement of the
agreement between the new correlation and the three experiments
in the literature can also serve as a further validation for the cur-
rent experiment.
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Nomenclature

c 5 Blade chord
f (Re) 5 Reynolds’ number correction to the loss

coefficient, Eq.~1!
k 5 ratio of specific heats

Ko , Kp , Ksh, Kshs 5 Correction factors
o 5 Cascade throat width
s 5 Cascade pitch

Po 5 Stagnation pressure
M 5 Mach number

Mon 5 Onset Mach number for shock related
losses, Eq.~6!

Moff 5 Offset Mach number for shock related
losses, Eq.~7!

V 5 Velocity
x 5 Axial distance from blade trailing edge
y 5 Pitch-wise axis of coordinate
Y 5 Mass averaged total pressure loss coeffi-

cient,
Y5@*(Po12Po2)r2V2 /(Po2
2p2)dy/*r2V2dy#

Yhubshock 5 Loss coefficient, Eq.~1!
Yp,ko 5 Kacker–Okapuu loss coefficient
Yshock 5 Shock loss correlation
YTET 5 Trailing edge loss coefficient

a 5 Flow angle, measured from circumferen-
tial direction

b 5 Blade metal angle, measured from cir-
cumferential direction

i 5 Incidence, (b12a1)
r 5 Density
v 5 Mass averaged total pressure loss coeffi-

cient,
v5@*((Po1
2Po2)/Po1)r2V2dy/*r2V2dy#

Subscripts

1 5 Cascade inlet
2 5 Cascade exit
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Werlé–Legendre Separation in a
Hydraulic Machine Draft Tube
The three-dimensional turbulent flow in a compact hydraulic machine elbow draft tube is
numerically investigated for several operating conditions, covering an extended range
around the best efficiency point. Comparisons with the experimental data are presented as
validation. The interest is focused on the experimentally observed pressure recovery drop
occurring near the best efficiency point. The flow is first analyzed locally by means of a
topological analysis, then globally with an energetic approach. The study provides evi-
dence for the role played by a Werle´–Legendre separation originating in the bend. The
separation is due to the contrasting flow angles imposed by the blades, and the angle
resulting from the secondary flow.@DOI: 10.1115/1.1839930#

Introduction
Draft tubes are components which act to convert a maximum of

dynamic pressure into static pressure. A measure of the efficiency
of these devices is the static pressure recovery obtained. A large
number of hydraulic turbomachinery installations are ageing.
Thus, there is potential during refurbishment to implement
changes in the design for improved efficiency and associated
power output as well as greater operating stability. Usually the
runner and guide vanes are focused upon in the refurbishment
process. Due to capital construction costs the spiral casing and the
draft tube are seldom modified. Unfavorable flow behavior occurs
when the runner and the draft tube are unsuitably matched. This
can sacrifice flow stability and reduce the optimal operating range
of the machine. Typically a sudden drop of the pressure recovery
in the draft tube is observed near the best efficiency operating
condition. The comprehension of this unexplained phenomenon is
the objective of the present study. For this aim an extended range
of operating conditions is numerically investigated. After the de-
scription of the model, a grid convergence study is presented, then
comparisons with experimental data are briefly shown as valida-
tion. The flow is first analyzed globally with an energetic ap-
proach, then locally by means of a topological analysis. The
framework introduced by Tobak and Peake@1# is adopted to de-
scribe the topological evolution of the flow in the draft tube as the
flow rate is varied. A debate on the terminology can be found in
Hornung and Perry@2# and other references cited therein.

Case
Experimental studies are carried out on a vertical axis reduced

scale model~1:10! of an existing water turbine at the test rig
facilities of the EPFL—Laboratory for Hydraulic Machines. A
high specific speed Francis runner supplies the symmetrical draft
tube with a single pier~Fig. 1!. The numerical flow analysis is
carried out at a constant head for 14 flow rates ranging from 90%
to 110% of the best efficiency discharge. The Reynolds number
based on the inlet mean velocity and diameter is ReD;1.5 106.
The inlet conditions are experimentally investigated on the sym-
metry axis diameter at six operating points by means of the local
density approximation~LDA ! technique. The three components of
the velocity and the turbulent kinetic energy profile~Fig. 2! are
obtained through two positions of a two-dimensional~2D! laser
probe,@4#. The measurement uncertainties are estimated to be less
than 3%. The other conditions are linearly interpolated from the
measurements.

Modeling. Three-dimensional ~3D! steady Reynolds-
averaged Navier–Stokes~RANS! flow computations with the
standardk-e turbulence model and logarithmic wall functions are
performed. The flow in the draft tube is simulated using the com-
mercial codeCFX-TASCFLOW2.10. Details on the code are given in
Refs. @5,6#. The computation is considered converged to the
steady solution when the value of the maximal normalized equa-
tion residual is less than 1024. The fluid properties are set to the
values corresponding to the water at atmospheric conditions. The
calibration of modeling parameters has been performed in previ-
ous studies, see Refs.@7,8#, and is here briefly summarized. The
inlet profile is specified at the inlet using a cubic spline. A linear
interpolation is applied to the circumference. The radial compo-
nent is imposed asCr5Cr tan(ur/R). The inclination of the veloc-
ity vector in the radial direction is, therefore, determined by the
geometry of the cone. This theoretical profile performs better than
the profile extrapolated from the relatively few and wiggly mea-
sured values. The influence of the radial component is important
in spite of its small magnitude. The nearest measurement point is
at 0.076 inlet diameter from the wall. The extrapolation of the
velocity profile from the last measurement point to the wall has a
strong influence on the flow prediction in the draft tube. The in-
fluence of the momentum thickness on the efficiency of a diffusor
is well known. The velocity components at the wall are set as a
factor of the velocity at the nearby interior measurement point.
Best results with respect to measurements are achieved with a
factor of 0.9. The standardk-e model assumes thate5k3/2/Le .
For the determination ofe from the measured turbulent kinetic
energy, the length scaleLe defining the size of the largest eddies
must be specified. This parameter has an important influence on
the overall flow.Le50.002 D leads to the best results. Several
models of the outlet region show a limited influence on the up-
stream flow. The domain is, therefore, simply prolonged with a
downstream channel of length 2 D. At the outlet the flow is con-
sidered developed. Several two-equation turbulence models and
one second-order closure scheme have been tested. While the two-
equation turbulence models perform similarly, the Reynolds-stress
model does not increase agreement with the experimental results
in spite of the theoretically greater potential. A structured multi-
block mesh discretizes the geometry of the draft tube model. A
butterfly topology with a C-shaped grid around the pier is used.
The y1 values of the first grid points lie in the validity range of
the model.

Verification. An a posteriori numerical error estimation based
on the generalized Richardson extrapolation not requiring any re-
striction to integer refinement and applicable to solution function-
als is carried out. Following Roache@10# the more conservative
Grid Convergence Index is also reported. The flow rate in the left
channel obtained with three meshes is compared atw*50.994 in
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Table 1. The number of nodes corresponds to the effective number
of points in the draft tube geometry~double nodes at the block
interfaces are counted only once, the downstream channel is not
considered!. The grid refinement is reported simply in terms of
total number of grid points used in the two meshes asr i j

5(Ni /Nj )
1/3. The meshes have the same topology but the grid

refinement is not uniform in the space. This may give an inaccu-

rate estimation of the accuracy depending on whether the grid
refinement occurs in the critical areas or not. Depending on the
mesh resolution at the inlet the resulting flow rate will change and
must be corrected to retrieve the measured value by multiplying
the velocity field by a factor. The slight differences in the inlet
boundary conditions introduce an additional inaccuracy. The
meshes seem to be in the asymptotic range; the actual asymptotic
rate of convergence is indeedp51.98, to be compared with the
theoretical orderp52. These results are expected to be only par-
tially representative for other operating conditions due to the im-
portant flow differences. The results at the points
w*50.919–1.108 are compared in Table 2. The mesh withN3
5328,360 nodes insures a GCI smaller than 7% for all operating
points. The results obtained with these meshes show the same
flow topology and compare very similar with respect to the mea-
sured velocity and pressure profiles on several sections. The
coarser mesh is, therefore, adequate for our purposes.

Validation
The comparison with measurements is not emphasized here, the

objective being the characterization of the ‘‘numerical flow.’’ Only
the recovery factor and the velocity field at the draft tube outlet
are shown. Several other comparisons on the whole geometry
have been performed showing that while the main flow features
and trends are correctly captured, locally important differences
occur, see, Refs.@7–9#. The recovery factor is compared with the
measurements in Fig. 3. The global behavior is fairly well pre-
dicted. The pressure recovery drop takes place at the same flow
rate observed experimentally, however, the computations overes-
timate the recovery factor over the whole range, with a maximal
difference of 14% of the measured value. Near the best efficiency
conditions the maximal difference is 6%. The velocity field at the
draft tube outlet is compared for the two extreme operating points
in Fig. 4.

Fig. 1 Investigated geometry. Cross area evolution. Sections
definition.

Fig. 2 Measured velocity and kinetic energy inlet profiles
„filled points correspond to the external radius …. Ca : Axial ve-
locity component, Ct : Circumferential velocity component, Cr :
Radial velocity component, k : Turbulent kinetic energy, C0 :
Mean sectional velocity magnitude. Machine and draft tube ef-
ficiency with the main operating points.

Fig. 3 Static pressure recovery. Comparison measurement-
computation. The GCI is reported for w*Ä0.994.

Table 1 w*Ä0.994. N: Number of nodes, l : Flow rate in the left
channel †%‡, E: Estimated fractional error, GCI: grid conver-
gence index. Values for E, GCI are reported in †%‡ using p
Ä2 as order of the discretization.

N151,107,237 N25633,720 N35328,360
l 1563.232 l 2563.309 l 3563.445
E1250.27 E1250.39 E2350.60
GCI1250.81 GCI351.17 GCI2351.82

Table 2 „a… w*Ä0.919 „b… w*Ä1.108. See caption in Table 1.

~a!
l 1572.526 l 2572.544 l 3572.576
E1250.06 E1250.08 E2350.12
GCI1250.17 GCI1250.24 GCI2350.37

~b!
l 1565.094 l 2565.367 l 3565.886
E1250.93 E1251.44 E2352.23
GCI1252.80 GCI1254.06 GCI2356.71
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Static Pressure Recovery. The specific static pressure energy
recovery is summarized in Fig. 5 over the whole computed oper-
ating range. Most of the recovery occurs in the cone. The effi-
ciency drop taking place in the second half of the bend is clearly
visible in the rangew*51.021–1.049. This deficiency is partially
recovered in the last part. The domain is split into two symmetri-
cal parts allowing a comparison between the left and the right

channel, even upstream at the pier’s leading edge. The recovery
drops on the left side due to a flow acceleration, while on the right
channel the pressure recovery is very small in the straight diffuser,
indicating an unfavorable flow situation. The flow rate distribution
in the channels is shown in Fig. 6. The right channel is clearly
blocked in the efficiency drop region.

Flow Topology. The main characteristics of the skin friction
lines are investigated. Experimentally the flow patterns at the wall
can be obtained by means of the oil film method. The power of
topological visualization is that, given the singular~critical! points
and their principal tangent curves, an observer can visually infer
the shape of other tangent curves and hence the structure of the
whole vector field. A representation of the global topology is
much more readily visualized than the original data set. The main
flow characteristics are summarized in Fig. 7, where the change of
the flow direction in the right channel due to the increase of the
secondary flow introduced by the bend, and to the change of the
rotation direction at the inlet~Fig. 2!, is put in evidence by means
of separation lines. These are lines drawn in the flow toward
which other trajectories are asymptotic. A universal definition of
separation in a three-dimensional flow is still subject of debate.
The specification of separation by means of a reverse flow or
vanishing wall shear stress is usually inadequate in three-
dimensional flows. A necessary condition for the occurrence of
flow separation is the convergence of skin friction lines onto a
separation line. The regions of flow separation are important be-
cause of the reduced kinetic energy and the consequent blockage
effect that these regions can introduce. The point before the effi-
ciency drop shows local~not passing through any critical point!
separation lines at the surface. After the drop the flow stemming
from the cone region situated at the outer side with respect to the

Fig. 4 Comparison measurements „M…-computation „C… at the
draft tube outlet. Normal „Cn… and vertical „Cv… velocity com-
ponents, C0 : mean sectional velocity magnitude. w*Ä0.919 and
w*Ä1.108. The measurements do not cover the whole channels’
surface.

Fig. 5 Computed local mean specific static pressure coeffi-
cient. The recovery occurring in the cone „s1-s2 …, first half of
the bend „s2-s7 …, second half of the bend „s7-s17 … and diffuser
„s17-s21 … and in the left- and right-side of the draft tube are
distinguished.

Fig. 6 Predicted flow rate percentage in the left channel over
the operating range

Fig. 7 Predicted separation lines and flow direction in the
right channel before „w*Ä0.994… and after „w*Ä1.021… the effi-
ciency drop
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bend curvature is forced by the secondary flow to the inner side,
while the flow angle imposed by the blade geometry remains con-
stant for all operating points. The collision of these two flow di-
rections leads to the onset on the surface of a focus in company
with a saddle point leading to a global Werle´–Legendre separation
~see also Fig. 8, showing the wall region where the onset of the
critical points occurs!. In this particular form of separation one leg
of the line of separation emanating from the saddle point winds
into the focus to form the curve on the surface from which the
dividing surface stems. The focus on the wall extends into the
fluid as a concentrated vortex filament, while the surface rolls up
around the filament. This flow behavior was first hypothesized by
Legendre in 1965 and confirmed by the experiments of Werle´
~1962!. The cooperation between these two scientist is described
in Ref. @3#. As the flow rate reaches a critical value the flow
bifurcates, breaking the symmetry of the precedent flow and
adopting a form of lesser symmetry in which dissipative structures
arise to absorb just the amount of excess available energy that the
more symmetrical flow no longer was able to absorb. The flow
pattern in the inner domain can be seen in Fig. 9, where the vortex
core originating from the focus and the tangential streamlines on
two cross-sections are shown. There is a practical difficulty to
define the separation region delimited by the stream surface origi-
nating from the line of separation. A simple separation region
extraction algorithm is used to define a volume. Streamlines are
started from the zone at the wall where separation occurs. A
streamline is then equidistantly divided and from each point the
intersection of the corresponding normal plane with all other
streamlines is computed. From each group of points the mean
point is calculated and used to define a new line and the procedure
is repeated until the desired convergence is achieved. From each
cloud of points, corresponding to the intersection of the normal
plane of this mean line with all streamlines, the best fitting ellipse
to the external points of the cloud is computed. The resulting tube

with elliptic sections approximates the separation zone. In this
case the separation forms a swirling structure. The vortex evolu-
tion is shown in Fig. 10. Just prior to the drop the separated region
is small and attached to the sidewall. Then the vortex structure is
formed and moves toward the center of the section and increases
its size and strength untilw*51.032, then begins to decay and at
w*51.054 the focus disappears~Fig. 11!. The relationship to the
flow rate distribution shown in Fig. 6 and to the pressure recovery
illustrated in Fig. 5 is evident.

Conclusion
The origin of the static pressure recovery drop can be clearly

localized in the bend region by means of an energetic analysis.

Fig. 8 Computed skin friction lines, onset on the surface of a
focus in company with a saddle point. Before the efficiency
drop: w*Ä0.994, w*Ä1.014, after: w*Ä1.021, w*Ä1.032,
w*Ä1.038, w*Ä1.054.

Fig. 9 Computed vortex core and separation line, w*Ä1.021

Fig. 10 Predicted vortex evolution. Before the drop: w*Ä1.014,
after: w*Ä1.021, w*Ä1.027, w*Ä1.032, w*Ä1.038. The last pic-
ture summarizes the first four operating conditions „lighter
core: w*Ä1.014, darker core: w*Ä1.032….

Fig. 11 Interpretation of Fig. 8. S: Saddle, F: Focus, N: Node.
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The study of the skin friction lines in this region shows the onset
of a global Werle´–Legendre separation as the flow rate reaches a
critical value. The topological structure of the skin friction field
bifurcates with the emergence of a saddle point and a focus in the
surface pattern. The evolution of the vortex region originating in
the focus is visualized in the inner flow clearly illustrating how
the separation blocks the right channel leading to a flow accelera-
tion in the other channel. The static pressure recovery is strongly
affected, leading to an important loss in the overall machine
efficiency.
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Nomenclature

Aref 5 Reference section area
C 5 Velocity field

C0 5 Mean local normal velocity
D50.4@m# 5 Runner outlet diameter

Eko
5^C2/2&Q 5 Inlet mean kinetic specific energy

epi
5Epi

/Eko 5 Local mean specific static pressure energy
coefficient

Epi
5^p/r&Qi 5 Local mean static pressure specific energy

e 5 Turbulent disspation rate
k 5 Turbulent kinetic energy

Le 5 Turbulent eddy length scale
Q 5 Flow rate
r 5 Radius
R 5 Inlet radius

ReD5C0D/v 5 Reynolds number

y1 5 Nondimensional distance from the wall
x5((1/r)DPdt)/

(0.5(Q/Aref)
2) 5 Pressure recovery factor

DPdt 5 Mean wall pressure difference between
draft tube inlet and outlet

v 5 Water kinematic viscosity
w 5 Flow rate coefficient

w* 5 Flow rate coefficient divided by thew of
the best efficiency point

r 5 Water density
u 5 Half cone opening angle

^ f &Q5(1/Q)
3*Af cW .nW dA 5 Volume flow weighted surface average
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Time Resolved Concentration
Measurements in an Axial Flow
Mixer
Experimental results are reported providing information on the downstream mixing evo-
lution in axial pipe flow mixers where a scalar is introduced into the pipe via a coaxial
injection tube. Experiments were conducted in a 25.4 mm diameter water pipe flow loop
~25,700.RD.28,500!, in which a fluorescein dye was coaxially injected. The injection
tube diameter was 1.5 mm. Three velocity ratios, VR50.5, 1.0, and 2.0 were explored,
where VR5Vjet /Vmain . The present results indicate that the effects of velocity ratio on
the scalar concentration statistics are mainly evident in the first several outer pipe diam-
eters downstream. In the far field, velocity ratio effects are shown to be insignificant on
the concentration statistics. All cases showed a similar trend of an initial increase in
variance at the centerline as the injected fluid begins mixing with the main pipe flow. This
is followed by a region of rapid ‘‘exponential-like’’ decay, followed by a much slower
decay rate after approximately 50 pipe diameters. Space-time correlations of the scalar
concentration between far field locations verify the low wavenumber motions as predicted
by the recent theory of Kerstein and McMurtry [A. Kerstein and P. McMurtry, ‘‘Low-
wave-number statistics of randomly advected passive scalars,’’ Phys. Rev. E50, 2057
(1994)], and are consistent with the slower than exponential downstream mixing rate.
@DOI: 10.1115/1.1845491#

1 Introduction
Axial flow mixers are commonplace in a number of industrial

applications, largely due to their simplicity of design and relative
ease of implementation. However, owing to the complexity of the
underlying turbulent mixing processes, the behavior of these de-
vices remains poorly understood.

The work of Nye and Brodkey@1# was one of the earliest stud-
ies to focus on the downstream evolution of the scalar variance
and scalar spectrum. These authors used dye injection and optical
measurement to make concentration measurements of dye injected
coaxially into the main pipe flow. Measurements were made at up
to 36 diameters downstream and indicated an exponential decay
of the scalar variance. Hartung and Hibby@2# performed a similar
fundamental study, the difference being the way the two scalars
were introduced into the pipe. The pipe was initially divided down
the center resulting in two separated streams. Concentration mea-
surements were made out to 80 pipe diameters downstream of the
initial mixing location and showed an exponential rate of decay
throughout the measurement region. Several subsequent studies
have been performed, focusing primarily on optimal design of
mixing configurations in pipes,~e.g. Forney et al.@3#, Ger and
Holley @4#, Fitzgerald and Holley@5#, Edwards et al.@6#, O’Leary
and Forney@7#, Sroka and Forney@8#, and Forney@9#.!

Most of the early studies on scalar mixing in pipes focused on
the scalar variance decay and the relation to Corrsin’s@10# theory
for scalar variance decay in stirred tanks. The studies of Nye and
Brodkey, Hibby and Hartung, among others exhibited consistency
with this theory. Much subsequent theory has involved relating
Corrsin’s theory for mixing in stirred tanks to pipe flow mixing by
approximating the mixing evolution as a series of stirred tanks
with the dimensions of the pipe diameter moving along at the
mean fluid velocity@11#.

More recently, an analytical study by Kerstein and McMurtry
@12# predicted that the scalar variance decay in pipe mixing should

transition from an exponential decay to a power-law decay in the
far field: a prediction not observed in any previous experimental
mixing studies. The transition to power-law decay was associated
with the emergence of long-wavelength scalar fluctuations. These
fluctuations were shown to grow with the square root of down-
stream distance and would eventually be much larger than any
characteristic scale of the fully developed turbulent velocity field.
To experimentally investigate this theory, Guilkey et al.@13# de-
vised a set of experiments that allowed for a very idealized initial
scalar field in the pipe, providing an experimental analogue of the
Kerstein-McMurtry theory. Using a flow seeded with a caged
fluorescein dye, Guilkey et al. were able to selectively uncage or
‘‘mark’’ regions of the flow at regular intervals. This generated an
initial scalar concentration similar to that used in the Kerstein-
McMurtry analysis. Measurements made at up to 120 pipe diam-
eters downstream showed a clear transition from exponential to
power-law decay, confirming the predictions of the McMurtry-
Kerstein theory. To further investigate this behavior and to explain
the lack of a region of power-law decay in any of the previous
works addressed above, additional experiments were performed
looking at potential variations relating to how the scalar was in-
jected into the main flow@14,15#. With the exception of the work
of Hartung and Hibby@2#, none of the studies cited above reported
variance decay statistics beyond a few tens of pipe diameters
downstream, a key reason why the transition to a slower mixing
rate was not observed. These later experimental studies@14,15#
successfully explained differences among previous studies and
showed evidence that the initial conditions could be manipulated
to delay or expedite the onset of the transition to power-law scalar
variance decay.

The motivation behind the present study is to continue the in-
vestigation of mixing in pipe flow reactors and broaden the
knowledge base of the downstream mixing evolution in configu-
rations more commonly encountered in practice. The application
here is the mixing downstream of a coflow, axial injector. A spe-
cific aim of this paper is to explore the exponential to power-law
transition of the variance decay with respect to different velocity
ratiosVR , examine the development of the long-wavelength axial
variations in the scalar field, and better understand the flow phys-
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ics leading to the behavior of the higher-order concentration sta-
tistics in the near field of the injector. This work has some overlap
with the early pioneering work of Nye and Brodkey. Because,
however, of the improved measurement techniques and a report-
ing of measurements much farther downstream, the current study
provides findings relevant to mixing in this configuration.

The present effort focuses on the study of scalar mixing asso-
ciated with dye injected into a primary pipe flow through a
coflowing pipe of much smaller diameter. Given this configura-
tion, it is relevant to provide some perspective with regard to the
rather extensive body of literature that exists on flow field struc-
ture in coflowing jets in both confined@16–19# and sudden expan-
sion @20–30# configurations. In particular, a number of previous
investigations have explored the velocity and vorticity field inter-
actions in the near field, and the impact of various inflow condi-
tions and geometry effects on the downstream flow development
@at least up toO(10) inner jet diameters#. As characterized by Ko
and Kwan@21#, what has been traditionally called the near field of
the coaxial jet can be conceptualized as comprising three primary
zones. With downstream distance from the exit plane these are~i!
the initial merging zone,~ii ! the intermediate zone, and~iii ! the
fully merged zone. Broadly speaking, the nomenclature for these
zones refers to the interactions between the shear layers bounding
the central and annular jets, as well as the erosion of the central jet
core. It is well-documented that the ‘‘large scale’’ coherent mo-
tions in these shear layers are highly relevant to the near field
development. Similarly, the extent of the intermediate zone~at the
end of which the central core is completely eroded! is generally
only about 3–6 inner diameters from the exit plane@30#.

Given this context, it is thus important to note that in the
present experiments the first measurement location is about 1.5
outer pipe diameters~or equivalently about 25 inner diameters!
downstream of the exit plane of the inner jet. Thus, near field
effects~as traditionally defined! on the flow-field development are
not explicitly examined herein. Similarly, a distinguishing charac-
teristic of the present work is that it explores the time resolved
behavior of the scalar field up to very large distances downstream.
There is an increasing body of evidence indicating that the scalar
field can exhibit behaviors~i! at scales both smaller and within the
range of the dynamical scales@31# and ~ii ! at scales much larger
than the dynamical motions@13–15#, and that none of these ob-
servations are rationally derivable from an understanding of the
velocity field alone. In the present study, the development of very
large scale scalar length scales@O(10) outer diameters# and their
potential dependence on practically adjustable parameters~e.g.,
the injected stream flow rate! are explored for a configuration
commonly found in a number of practical applications.

2 Experimental Procedures

2.1 Experimental Setup. As shown schematically in Fig. 1,

the facility employed consisted of a 31 m long flow loop. The 6.1
m long test section consisted of five 1.22 m sections of 25.4 mm
inner diameter~I.D.! quartz pipe. The quartz pipe sections were
connected by brass couplers that were designed to facilitate a
smooth section-to-section transition. The test section was located
150 outer pipe diameters from the nearest bend to assure fully-
developed flow and avoid unwanted entrance effects. A centrifugal
pump was used to drive the main flow up to an average velocity of
2 m/s. A series of valves enabled the system to be run in either a
recirculating or a ‘‘flushing’’ mode. In the flushing mode, an at-
tached 208 L water reservoir allowed the experiment to be run for
roughly 6 min. All mixing experiments were run in the ‘‘flushing’’
mode, that enabled the dye containing water to be drained. During
characterization and calibration, the facility was run in the recy-
cling mode to conserve water.

A 3 mm outer diameter, 1.5 mm I.D. stainless steel injector was
located coaxially and at the beginning of the test section. The
injector was inserted into the facility at the first brass coupling
joining the PVC recirculation piping to the quartz test section. The
injector was used to introduce a diluted fluorescein mixtured
('4.00e-4 M in water! into the main flow. Fluorescein was cho-
sen due its characteristic of fluorescing when excited by 488 nm
light as produced by the argon laser~0.5 W continuous wave!
employed. The injector was 19.7 cm (x/d5131) in length to as-
sure fully developed flow at the injector exit. The injector flow
was fed by an attached PVC pressure vessel. This vessel acted as
a fluorescein reservoir with a capacity of 34 L and was pressurized
to 138 kPa~20 psi! using a portable air compressor. Flow meters
were attached to both the main and injected flows to achieve the
desired average velocity of above 1 m/s for the main flow and up
to 2 m/s for the injected flow, see Fig. 1.

Data were acquired in the form of centerline instantaneous con-
centration along the pipe axis and diametral plane flow visualiza-
tions. Centerline scalar concentration measurements were taken at
the seven downstream locations listed in Table 1. A Coherent In-
nova 70-4 argon laser was used to generate a 488.0 nm beam at
0.5 W. This beam was focused into a custom-built fiber optic
bundle, which then split into seven separate fiber-optic lines, each
of which terminated at the different downstream locations. The
individual beams were oriented through and perpendicular to the
axis of the quartz tube~see Fig. 1!.

Using standard laser induced fluorescence~LIF! techniques
@32#, seven optical sensors were built to interrogate the intensity
of the passive scalar, fluorescein. The maximum absorption fre-

Fig. 1 Flow facility schematic

Table 1 Locations for the seven downstream sensors

Sensor number 1 2 3 4 5 6 7

x/D 1.50 7.63 15.50 25.25 48.56 75.06 120.06
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quency of fluorescein is 492 nm. Therefore, a single-line laser
frequency of 488 nm was chosen as the closest option available.
The emission frequency of fluorescein peaks near 520 nm. The
wavelength of interest was only that emitted by the fluorescein.
The exclusive acquisition of the desired light~rather than the laser
excitation! was accomplished using two planoconvex lenses and a
long-pass filter, which effectively blocked any scattered light be-
low 508 nm. The desired light was focused onto a photodetector
as seen in Fig. 2. The photo detector, 3.1 mm in diameter, linearly
correlated the light intensity into a corresponding voltage between
0 and 9 V. Neutral-density filters were used to avoid saturation of
the photo-detectors during all experiments.

The Schmidt number, Sc5n/Dm , whereDm is the molecular
diffusivity of fluorescein in water, is approximately 600@32#. Us-
ing an estimate of the dissipation rate,e, the Kolmogorov length
scale was estimated ash50.1 mm. Using this value ofh, the
Kolmogorov frequency was calculated to be approximately 1600
Hz @ f k5U/(2ph)#. However, the factor limiting the resolution
of the small structure of the flow was the size of the optical sensor,
which was approximately 3.1 mm. This spatial limitation only
makes it possible to resolve frequencies up to about 360 Hz.
Therefore, the sampling rate of 2000 Hz is well above the Nyquist
criterion for resolving the smallest possible frequencies, given
these limitations.

The quartz tubing used for the test section creates a visual dis-
tortion of the internal flow due to the convex surface of the tube.
To account for this, a 76.2 cm long Plexiglas box was built that

encompassed the quartz pipe and could be moved to different
locations along the test section. This box was filled with a sodium-
thiocynate mixture of a concentration sufficient to match the index
of refraction of the quartz pipe. The box was then covered to
prevent evaporation, which would alter the concentration.

2.2 Calibration. Prior to data collection, calibration of the
LIF measurement system was performed to verify the linearity of
the sensors and to determine the proper operating intensity range
for the individual sensors; especially to avoid sensor saturation.
Starting with a pure water recirculating system, measured quanti-
ties of fluorescein were added, allowed time to mix ('5 min),
and then light intensity measurements were taken for 10 s and
averaged. This process was used to construct the individual cali-
bration curves subsequently employed for conversion from volt-
age to arbitrary, but, self-consistent, relative concentration values.
Figure 3 shows a sample result from this calibration procedure.
After observing a repeatable linear relationship between concen-
tration and voltage for all the sensors~with linear curve-fitR2

values between 0.982 and 0.997!, it was determined that linear
extrapolation, when necessary, was acceptable. Such extrapolation
was only required for sensors 1, 2, and 3.

2.3 Data Collection and Processing. The seven photode-
tectors were sampled simultaneously using an analog to digital
converter operated via laptop computer. All signals were sampled
at 2 kHz for 60 s. According to the analysis of Klewicki and Falco
@33# in a boundary layer the sampling durations of the present
study were sufficient to obtain statistical convergence of the kur-
tosis to within65%.

Processing the data began by converting the acquired voltage
time series to a corresponding relative concentration time series
using the linear calibration curves for each sensor. The data were
then low-pass filtered at a cutoff frequency of 450 Hz. The 60 s
filtered concentration time-series data were then processed for sta-
tistical moments and correlations. Power spectral densities of the
time series were calculated using an averaging block size of 212

points.

2.4 Error Analysis. The primary sources of error in the
data result from electronic noise in the various components. These
include unsteadiness in the output of the interrogation laser, drift

Fig. 2 Custom LIF sensor schematic

Fig. 3 Typical calibration curve for the seven sensors employed
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in the photodetector signal, and noise in the data acquisition sys-
tem. The particular significance of any one of these sources is
reflected in their contribution to the overall signal uncertainty. To
estimate the overall signal noise, data collected for the calibration
curves of Fig. 3 were analyzed in the same manner as the time
varying data. Namely, for the calibration data, a fully mixed con-
dition exists, so any variation from the mean signal can be attrib-
uted to noise in the data collection system. Thus the normalized
variance of the time varying data relative to the normalized vari-
ance of the calibration data gives one an effective signal to noise
ratio. In Fig. 10, the variances of the calibration data are included
for VR52.0 to demonstrate their relative values. Signal-to-noise
ratio ranged from a high of 2949.1 to a low of 3.6.

3 Experimental Results
Experimental results are provided for three different velocity

ratios between the jet and the free stream,VR50.5,1.0,2.0. For
each case the main flow was fixed at approximately 2 m/s. This
corresponds to a main flow Reynolds number of approximately
30,000 for all three runs. The Reynolds number for the injection
jet was 1064~laminar!, 2126 ~transitional!, and 3546~turbulent!
for the three data sets reported.

3.1 Flow Visualizations. To provide a context for interpret-
ing the statistical results that follow and better understand the
initial flow development~as well as what impact this initial devel-
opement may have on the statistical results that follow!, diametral
plane visualizations were conducted. These visual analyses were
carried out over a range of velocity ratios,VR , and jet Reynolds
numbers. Of particular interest was the length of the coherent jet
exiting the injector and the transition to a jet break-up zone. Vary-
ing experimental parameters resulted in a range of behaviors seen
in Figs. 4 and 5. An analysis of the visual data showed little affect
of the velocity ratio on the coherent region. The key factor in the
coherent region structure was observed to be the injection jet Rey-
nolds number. A region of jet instability was observed that corre-
lated with the transition of the jet from laminar to turbulent. Fig-
ures 4 and 5 illustrate this phenomena. The visualization of Fig. 4,

at Rd51550, reveals a distinct coherent jet region prior to jet
breakup. On the other hand, Fig. 5 (Rd53310) shows that the
coherent jet region exists for only a few inner jet diameters. The
flow visualizations represented in these figures were taken at pri-
mary stream flow rates less than that of the concentration experi-
ments to better illustrate the behavior of the jet breakup, although
higher main flow velocities revealed this same structure, leading
to the hypothesis that these behaviors were most importantly
influenced by the flow in the injection tube transitioning to
turbulence.

Velocity profiles determined by particle image velocimetry~not
shown! reveal that for all velocity ratios, the overall velocity pro-
file in the pipe had returned to approximate a fully developed state
by an x/D location of 3 ~corresponding to about 45 inner jet
diameters. The primary difference between the different velocity
ratios is the structure of the wake downstream of the injector.
However, the measured velocity profiles indicate that velocity ra-
tio effects are limited to the first few outer pipe diameters down-
stream. This is explored further in the statistical analysis of the
scalar field evolution below.

3.2 Statistical Analysis of the Scalar Field Evolution.
Quantitative features of the scalar field evolution are now ana-
lyzed. These involve an examination of the evolution of the prob-
ability density function~pdf! of the concentration, along with
spectral analyses. The pdf contains all single point statistical in-
formation. Figures 6, 7, and 8 show the evolution of the scalar pdf
at different downstream locations. At the first measurement station
(x/D51.5) the pdf reveals the high mean concentration value
near the unmixed jet concentration. Subsequent evolution reveals
the dilution of the scalar along the centerline. The mean shifts to
lower values and approaches a constant value at the fully mixed
concentration. The variance at the centerline increases between
the first two measurement stations due to introduction of pure
water to the scalar, then decreases as the jet stream and main flow
continue to mix toward a uniform concentration. Each case re-
veals a peak of a high concentration near the injector, a wide
range of values including unmixed main stream water at the sec-
ond station, followed by an evolution resulting in a delta distribu-
tion at the final mixed concentration. The highest velocity ratio
~Fig. 8! shows a noticeably narrower distribution at the first sta-
tion and a lower probability of unmixed fluid at the second station.
If a measurement were made right at the exit of the injector, the
pdf would be delta distribution~zero variance! centered around
the undiluted concentration.

Fig. 4 Flow visualization showing the rapid transition from co-
herent jet to the break-up region. RdÄ1550

Fig. 5 Flow visualization showing reduced coherent core re-
gion. RdÄ3130

Fig. 6 Probability density function of concentration. VRÄ0.5
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Figure 9 shows the pdf at the last measurement station (x/D
5120.1) with the concentration normalized by the rms~the nor-
malized pdfs of the other runs show a similar behavior!. As the
fluid in the pipe approaches a fully mixed state, the scalar pdf
approaches a Guassian as shown in Fig. 9. These observations are
quantified in the following discussion.

3.2.1 Scalar Variance Decay.The scalar variance is a key
indicator of the extent of mixing and is studied here for the dif-
ferent velocity ratios. The scalar variance at the centerline is pre-
sented here normalized by the local mean centerline concentra-
tion, c2/C2. The variance was calculated over the entire 60 s
signal. Figures 10 and 11 present these data in semilog and log-
log coordinates. The differing velocity ratio flows all produced the
same general trends. An initial increase in the variance along the
centerline is observed over the first two sensors~1.5 and 7.6 L/D,
respectively! as the uniform scalar from the injection jet begins to

mix with the main flow. Following this is a region of rapid vari-
ance decay, up to approximately 50 pipe diameters, as a more
uniform concentration is approached. Beyond this, the rate of
variance decay decreases substantially. Figure 10, indicates that
the initial steep drop is approximately exponential between about
20 and 50 pipe diameters. Beyond 50 L/D the rate of decay is
slower than exponential. Also shown in this figure is the data of
Guilkey et al. @13# The scalar field was initialized in the pipe
when the flow was fully developed in a way that resulted in alter-
nate transverse bands of fluorescein and fluorescein-free fluid
across the pipe and with a length of one pipe diameter. The initial
variance was thus at its peak at the first measurement station. A
clear exponential decay is evident in the initial mixing.

A log-log plot of the decay is shown in Fig. 11. As discussed in
the Introduction, previous theory, backed by experimental work
using idealized initial conditions~shown here with the data of

Fig. 7 Probability density function of concentration. VRÄ1.0 Fig. 8 Probability density function of concentration. VRÄ2.0

Fig. 9 Probability density function of concentration at last measurement
station „x ÕDÄ120.1…. Scaled by the rms
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Guilkey et al. included in the figure! has indicated a transition to
power law decay in the far downstream in pipe flow mixing. A
specific power-law form is not observed here, but the clear tran-
sition to a slower decay rate is evident. In this mixing configura-
tion, the mean concentration at the centerline is continually de-
creasing downstream due to entrainment of pure water. This is one
possible reason for the departures from purely exponential to
power-law decay as seen in other pipe mixing configurations. This
process of continual dilution is not present, for example, in a
closed stirred tank or in the pipe flow mixing configurations stud-
ied by Guilkey and coworkers@13–15#. However, the transition
from a rapid mixing rate to a slower mixing rate is still apparent in
the mixing in this configuration. These results, combined with
previously studied different mixing configurations for pipe flow
indicate that the transition to a slower mixing rate is a generic
feature of downstream axial mixing in pipes.

To further investigate the mechanisms involved in this mixing
transistion, the centerline concentration times series is shown at
four differentx/D for VR51 in Fig. 12. An important feature of
the scalar field evolution depicted in the time-series is the emer-
gence of a low frequency scalar fluctuation with downstream de-
velopment. Atx/D51.5, the characteristic fluctuations of the sca-

lar field were observed to be much less than the pipe diameter. By
x/D5120.1, scalar wavelengths as long as 0.7 m are apparent,
which corresponds to 33.5D. This increase in the scalar length
scale to lengths much greater than the pipe diameter is predicted
by the theory of Kerstein and McMurtry@12#, and is consistent
with the transition to a slower rate of variance decay. These results
point to the development of long wavelength scalar fluctuations as
a general characteristic of axial mixing in the far field and are
associated with the transition to a slower scalar variance decay
rate.

As can be seen from Figs. 11 and 10, the behavior of the nor-
malized variance exhibited only subtle variation for differing ve-
locity ratios. The velocity ratio of 2.0, however, attained a lower
peak magnitude than the velocity ratios of 0.5 and 1.0. This dif-
ference in amplitude can be attributed to the difference in flow
conditions of the jet. For the velocity ratio of 2.0, the jet flow was
turbulent (Rd53546), while for the velocity ratios of 0.5 and 1.0
the jet flow was laminar (Rd51062) and transitional (Rd
52126), respectively. Also, the wake structure at the exit of the
jet is different for the three different velocity ratios. These effects
combine to reveal differences in mixing behavior in the first few
pipe diameters downstream. To understand these near field effects,
more measurements would be required in the near field of the
injector. These are not available for this experiment so this ques-
tion is left open for further investigation. The current work, how-
ever, is focused on the far-field mixing and these results suggest
that velocity ratio effects are not significant in the far field.

3.2.2 Higher Order Moments.To further characterize the
mixing behavior as the flow developed downstream, the third and
fourth central moments~skewness,c3/c23/2 and kurtosis,c4/c22)
of the concentration fluctuations were computed as a function of
axial location. As can be seen in Fig. 13, the skewness undergoes

Fig. 10 Normalized scalar variance versus x ÕD on log-linear
coordinates

Fig. 11 Normalized scalar variance versus x ÕD on log-log
coordinates

Fig. 12 Centerline concentration time series for VRÄ1.0, plot-
ted for increasing x ÕD. „Note change of scale with x ÕD…
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a large initial increase. This is a result of the introduction of pure
water from the main channel into the centerline measurement
area, as also seen directly in the pdfs. As mixing procedes, a more
uniform concentration develops, centered around he mean value.
By x/D;60280 the skewness approaches zero.

The kurtosis also initially increases, indicating high probability
of experiencing concentrations toward the tails of the pdf. As
mixing proceeds downstream, by about anx/D;50, the kurtosis
is nearing its Gaussian value of 3.0. It is interesting to note that
the appearance of the Gaussian distribution correlates with the
emergence of the low-wave-number scalar fluctuations.~See Fig.
14.!

3.3 Spectral Analysis. Examination of the concentration
time series~presented above! shed insight into the length and time
scales associated with the concentration field with downstream
distance. The qualitative behavior of the long wavelength scalar
length scale development can be viewed from a more quantitative
perspective by observing scalar spectra.

As seen in Fig. 15, the scalar spectral shape changes dramati-
cally with x/D. The primary evident feature is the downstream
depletion of the spectral intensity at intermediate frequencies, and

is taken to indicate spectral intensity transport from these interme-
diate frequencies to both higher and lower frequencies. Note that
by x/D575, a low frequency~long wavelength! contribution to
the scalar spectrum is clearly evident. This is followed by a drop
to a fairly flat region preceding the decay at higher frequencies.
The dynamical velocity fluctuations are restricted by the pipe di-
ameter. For the flow case shown, the frequency associated with an
outer diameter sized eddy is approximately 40 Hz. This observa-
tion is consistent with the Kerstein-McMurtry theory and the ex-
perimental work of Guilkey et al.@13# The low frequency fluctua-
tions can communicate only through a turbulent diffusivity
mechanism with a length scale on the order of the pipe diameter,
leading to the transition from an exponential to decay, to a slower
form. Although theory predicts a transition to a power-law decay,

Fig. 13 Skewness of the concentration fluctuations plotted as
a function of x ÕD

Fig. 14 Kurtosis of the concentration fluctuations plotted as a
function of x ÕD

Fig. 15 Concentration power spectral densities as a function
of x ÕD. Development in the far field reveals indicates the deple-
tion of spectral intensity at midrange frequencies owing to
spectral transfer to both higher and lower frequencies
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the theory does not take into account of additional entrainment of
pure fluid into the marked scalar stream. Due to this increased
level of complexity, the transitional nature of this configuration
has yet to be fully characterized.

3.4 Correlations. Observation of the time series for sensors
6 and 7, with the signals shifted to account for the time required to
travel between the sensors, reveals the propagation of long-lived,
low-frequency scalar structures~see Fig. 16!. Also apparent in
Fig. 16 is the conversion of intermediate frequencies to both
higher and lower frequencies from sensors 6 and 7 as discussed
above relative to the spectral analysis. For model experiments this
phenomenon was predicted by Kerstein and McMurtry@12# and
verified by Guilkey et al.@13#. The seven simultaneously sampled
signals seen in Fig. 12, allowed the space-time structure of the
signals to be explored. The centerline concentration correlation
coefficient

Ra2b~Dt !5
Ca~ t !Cb~ t1Dt !

Ca83Cb8
(1)

was determined, for any pair of sensors, (a,b). In the above equa-
tion, Ca andCb represent the concentration measured for the up-
stream and downstream sensors, respectively, andCa8 andCb8 rep-
resent the root-mean-square~RMS! value of the entire time series
for sensors 1 and 2. Space-time autocorrelations between sensors
5-6, 5-7, 6-7, and 1-4 are seen in Fig. 17. The expected value of
Dt was predicted by taking the convected length, or the length
between the sensors, and dividing it by the fluid velocity~e.g.,
through the use of Taylor’s hypothesis!. A strong correlation be-
tween the expected value ofDt and the calculated value ofDt
indicates a coherent advection of scalar structures between the
sensors. An increase in the peak width and correlation value with
an increasingx/D seen in Fig. 17 indicates that the low-frequency
content is becoming more prevalent as the flow develops down-
stream. Examination of Fig. 16 indicates that between sensors 6
and 7 the low frequency scalar structures are propagated down-
stream with little distortion.

Correlations between sensors 5, 6, and 7 are shown because
they were the only plots with a peak value within 5% of that
predicted by Taylor’s hypothesis. The correlation plot for sensors
1 and 4 displays the lack of similar structure between the two

sensors. The lack of correlation between sensors 1 through 4 in-
dicates that the low-frequency structures had not developed to a
sufficient state and only become prevalent after sensor 4. This
propagation of low-frequency structures is characteristic of the
downstream mixing region and indicates that the mixing evolution
in this region is very slow. This slow mixing evolution in the
downstream region gains importance for industrial mixing/
reaction applications whose effectiveness is sensitive to incom-
plete mixing owing, for example, to cost or environmental
concerns.

4 Conclusions
An experimental facility and measurement system for the study

of axial flow mixers has been constructed, calibrated, and tested.
This experimental facility allowed for the examination of the ef-
fects of velocity ratio for a fixed outer to inner pipe diameter ratio
of 14.5.

Effects of velocity ratio were limited to the first few pipe diam-
eters. This is due to the velocity profile returning to an approxi-
mately fully developed state after 2-3 outer pipe diameters~ap-
proximately 50 inner pipe diameters!, for the velocity ratios
studied here. The scalar statistics and mixing behavior in the far
field showed minimal effect of the initial velocity ratio.

The scalar variance decay initially experienced a rapid increase,
as pure water from the main pipe was transported to the center-
line. This rapid increase was followed by a rapid, approximately
exponential decrease. After about 50 pipe diameters, the variance
decay transitioned to a much slower decay rate. In more ideal
mixing cases in pipes, Guilkey et al.@13# showed the initial de-
crease in variance to be clearly exponential, followed by a power
law. This is in accordance with Corrsin’s theory@10# for the near
field and the Kerstein McMurtry theory in the far field.@12# The
departure from the ideal case seen in these experiments is attrib-
uted to the continual entrainment of pure water to the mixing
region during the downstream development. The emergence of the
predicted low-frequency scalar fluctuations was clearly evident in
all cases and consistent with the transition to a slower rate of
variance decay. This was demonstrated by a direct measurement
of the scalar time series and a correlation analysis performed be-
tween the seven downstream locations. The scale of these struc-

Fig. 16 Concentration time series of sensors 6 and 7. Note the same
y -scale windows size, but different ranges, as well as the shifted time range
„x axis …
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tures is significantly larger than the diameter of the pipe~and
therefore characteristic velocity scales!, thus contributing to their
slow decay.

Measurements of the scalar probability density function and
their associated higher order moments revealed a structure ini-
tially characterized by entrainment of pure water into the region,
yielding high values of skewness and kurtosis. Subsequently, the
pdf evolved towards a Guassian distribution, with Guassian statis-
tics emerging with the transition to a slower mixing rate and de-
velopment of low-frequency scalar fluctuations.
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Turbulent Flow Hydrodynamic
Experiments in Near-Compact
Heat Exchanger Models With
Aligned Tubes
Hydrodynamic experiments measuring longitudinal pressure-drop versus flow rate are
conducted for turbulent flow of air (channel hydraulic diameter based Reynolds number
range of 2300 to 6860) through near-compact heat exchanger models with rod bundles
having aligned (inline) arrangement. Effects of the flow (Re), the geometry parameters,
and number of rods of the test models on the nondimensional pressure-dropj are studied
in detail. Treating the near compact heat exchanger model as a porous medium, a dimen-
sional pressure-drop~DP/L! versus average velocity of flow (U) model similar in content
to a non-Darcy porous medium model, is shown to fit the experimental data with fair
accuracy. Variation in form drag related to, and induced by the flow and geometric
parameters are shown to be the reason for the pressure-drop variations of different mod-
els. The relation between the porous medium type model~DP/L versus U) and the ‘‘j
versus Re’’ model is discussed with careful attention to the differences in the two transi-
tions viz. laminar to turbulent and viscous-drag to form-drag dominated flow inside the
models. A proposed correlation for predictingj, ably capturing all of the form effects
induced by the flow and geometric parameters, is found to give predictions with620%
accuracy.@DOI: 10.1115/1.1845553#

Introduction

Compact heat exchangers, with high surface-to-volume ratioa
normally greater than 700 m2/m3 andDM less than or equal to 6
mm @1,2#, are useful in engineering applications such as air con-
ditioning systems@2#, air borne power plants, and cooling appli-
cations@3#. The hydrodynamic parameter of chief interest is the
overall pressure-drop across the compact heat exchangers, as
pressure-drop penalty paid for an increase in heat transfer coeffi-
cient in heat exchangers can be quite high. However, heat ex-
changers witha values falling reasonably below that of compact
heat exchangers~a5100 to 300 m2/m3! and DM ranging over 6
mm also find themselves useful in many practical applications
such as heat exchangers for low grade energy, the cool ability of
nuclear reactors following a loss-of-core cooling accident, the de-
cay of heat removal from spent fuel storage tanks, and steam
generators in nuclear plants@4#. The advantage of these near-
compact heat exchangers is the smaller overall pressure-drop.

Zukauskas@5# reported data for air and water, in the turbulent
and transitional regimes, flowing through rod bundles with fixed
rod diameter (d519 mm) and small relative transverse spacing~a
,1.1!. Recent reviews on compact heat exchangers@1,6# and tur-
bulent cross flow over rod bundles@7# reveals lack of experimen-
tal data in the turbulent flow configuration for rod bundles having
rod diameters less than 5 mm, one of the criterion for compact
heat exchangers,@1# and the modelDM ranging between 6 and 19
mm, which we term,near-compact heat exchanger. Numerical
simulation @8# done for turbulent flow of air~with Re range of
5000 and 100,000! over a single~aligned! row of rods of fixed
diameter shows the effect of increase in the relative longitudinal

spacing~b! is to increase the overall pressure drop. However, for
b.3, the configuration loses its compactness and cannot be
treated as a near-compact heat exchanger.

Taking cue from the literature, which shows a dearth of useful
research data, this paper reports hydrodynamic pressure-drop ex-
periments in rod bundles in aligned~inline! arrangement within a
rectangular test section forming a near-compact heat exchanger
model ~with a value ranging between 100 and 300 m2/m3!, stud-
ied for fully developed turbulent flow configuration. Experiments
were performed in turbulent flow through rod bundle models hav-
ing three different diameters (d52,3,4 mm), selected with a wide
range in the characterizing geometric parameters for aligned ar-
rangement.

One of the objectives is to treat these near-compact heat ex-
changer models as porous media and to delineate the effects of the
geometry of the rod bundles as aform resistance of the porous
medium, which predominate the viscous resistance for high ve-
locities. This approach of viewing compact and near compact heat
exchangers as porous medium, although not new@9#, has evoked
recent interests@10,11#. For instance, frictional losses and convec-
tion heat transfer in sparse, periodic cylinder arrays under laminar
air cross flow was evaluated in the recent studies by Martin et al.
@12–14# based on a clear distinction between fluid continuum and
porous continuum. A comparison of pressure drop versus flow rate
results with the Ergun@9# and non-Darcy~quadratic in velocity!
type porous medium flow relations was made to examine their
validity. Results suggest that the Ergun equation~which is known
to be valid for a packet bed of spheres only! and the non-Darcy
equation do not correlate well with the numerical results.

Experimental Setup
Figure 1 shows schematically, the experimental setup. A recip-

rocating compressor~Make-Kirloskar, Model No-TC 500, capac-
ity 0 kPa to 600 kPa! provides a steady continuous discharge of
compressed air, free of pulsation and with minimum agitation,
which is sent through a pressure regulator~range 14 kPa to 1040
kPa!, which regulates the discharge to be at 1.5 bar~150 kPa!
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throughout the experiments. A valve controls the discharge of air
from the regulator to the test section before entering which air
passes through an orifice plate measuring the discharge and a
desiccant air dryer~Make-Sanpar, Model No-SHD AA 040, capac-
ity 0 to 15 CFM! with 5 mm air filter to remove moisture and dirt
up to 99%~this drier was used for most of our experiments, based
on the air humidity on a particular day!. The test section is a flow
channel of rectangular cross section (LBW5120330350 mm3)
into which the test models with the aligned rod arrangement are
inserted. The inner walls of the test section are coated with a
noncorrosive paint having a smooth surface finish. The test sec-
tion is sandwiched between an initial and final section of sufficient

length ~3 m and 0.5 m, respectively! and of similar rectangular
geometry~see Fig. 1! to ensure fully developed flow conditions
@15#.

In the installation of the test models inside the test section, all
potential leaks~for instance, between the outer walls of the model
and the inner walls of the test section! are properly sealed. Static
pressure taps~made of 1 mm bore stainless steel tubes! across the
test section are positioned at 108 mm intervals along the length of
the upper wall of the flow channel and this is the magnitude of
lengthL in Fig. 2, for all of the models. Pressure measurements on
the taps were done by digital micromanometer~manufactured by
Furness Controls Ltd., USA,60.45% full scale accuracy!. The
calibration of the orifice meter measuring the discharge is done
using the procedure listed in@16# and the accuracy of the orifice
meter is determined to be 0.25% for full-scale reading. Discharge
pressure measurements were carried out by another micro-
manometer connected to the orifice plate, measuring a range of
flow rates from 0.0015 m3/sec to 0.00405 m3/sec~U between 0.8
and 3 m/s!. For ensuring isothermal experimental conditions and
for correcting the dry air density~r! and viscosity~m!, the dry air
temperature at the inlet and outlet of the test section are measured
using Resistance Temperature Detectors connected to a thermal
systems indicator~model No: DQ 100!. The dry air temperature
difference between inlet and outlet of the test section is found to
be negligible for all experiments.

Fig. 1 Schematic diagram of the experimental setup

Fig. 2 Photograph of a test model marked with the relevant
geometric parameters

Table 1 Characteristic parameters of test models

Model size:L3B3W5108330350 mm3

Model
d

~mm!
ST

~mm!
SL

~mm!
w

~mm!
a

5ST /dt

b
5SL /dt

c
5w/dt NR NC

a
~m2/m3!

DM
~mm! C

1 2 7 8 2.5 3.5 4 1.25 15 4 200.11 15.1 0.0478
2 2 8 10 1.5 4 5 0.75 12 4 181.69 16.6 0.0383
3 2 7 10 2.5 3.5 5 1.25 12 4 181.66 16.6 0.0383
4 2 6 9 1.5 3 4.5 0.75 13 5 209.03 13.2 0.0523
5 2 8 7 1.5 4 3.5 0.75 17 4 211.62 14.3 0.0537
6 2 10 8 3 5 4 1.5 15 3 175.90 18.6 0.0354
7 2 10 7 3 5 3.5 1.5 17 3 185.31 17.7 0.0402
8 2 10 6 3 5 3 1.5 20 3 200.11 16.3 0.0478
9 3 6 6 4 2 2 1.33 19 4 281.59 9.1 0.136
10 3 7 7 3 2.33 2.33 1 16 4 253.43 10.1 0.114
11 3 8 8 4.5 2.66 2.66 1.50 15 3 209.96 13.9 0.0801
12 4 7 7 1.5 1.75 1.75 0.38 16 4 302.45 6.8 0.205
13 4 8 8 4 2 2 1 15 3 243.19 10.5 0.143
14 4 9 9 2.5 2.5 2.5 0.63 13 3 224.45 11.4 0.123
15 2 14 14 0 7 7 0 8 3 100.37 31.57 0.171
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Model Parameters and Uncertainty
Experiments were performed on 15 different near compact heat

exchanger models constructed with an aligned arrangement of alu-
minum rods positioned by riveting to two side structures of 1 mm
thickness. The test models are periodically cleaned by soaking in
dilute acids to remove fouling on the surface of the aluminum
rods. Following convention@2,17#, the models are characterized
using nondimensional parameters whose definitions and values
are detailed in Table 1. A typical model used in the experiments is
displayed in Fig. 2, a channel hydraulic diameter~D! based Rey-
nolds number defined as

Re5
rDU

m
(1)

and a nondimensional pressure drop defined as

j5
DP/L

rU2/2D
(2)

are used to study the hydrodynamic characteristics of the models.
The hydraulic experiments are conducted with air, flowing under
isothermal conditions ofTin530°C with r51.14 kg/m3 and m
518.531026 Nsm22 for the average velocity~U! range of 0.28
m/s to 2.7 m/s@Re, Eq.~1!, from 638 to 6860#. This velocity range
covers both the transition and fully turbulent flow regime for the
rectangular channel used.

The individual uncertainties in calculating the area of the test
section~A! and hydraulic diameter of the duct~D! are 0.24% and
0.27%, respectively. The uncertainty in discharge measurement
using the orifice plate and pressure drop using the micromanom-
eter are 0.25% and 0.5%, respectively. The uncertainty ‘‘u’’ of a
quantityR, which is a function of several variablesx1 . . . xN , can
be found with good accuracy using a root-sum-square combina-
tion @16# as uR5$( i 51

N @(]R/]xi)ui #
2%0.5 where ui is the uncer-

tainty in the generic variablexi . Using this relation and following
the procedure listed in@18#, the uncertainty for Re, Eq.~1!, is
found for all of the models~with three different diameter rods! to
be varying between 0.441% and 0.448% within the experimental
Re range of 638 to 6860. A similar procedure yields 0.88% as the
maximum uncertainty of the nondimensional pressure-dropj, Eq.
~2!.

Results and Discussions
Figure 3 shows the experimental results of longitudinal pressure

drop versus channel average cross sectional velocity for all of the
14 near-compact heat exchanger models tested. For all of the
models, the pressure-drop dependence on velocity is linear in the
lower velocity regime (U,1 m/s, Re,2300! where the incoming

fluid is still in the transition~from laminar to turbulent flow! re-
gime ~p. 280, Fig. 6.5,@15#!. However, although the results are
grouped for three different diameters of the rods that are used in
the different models, they all reveal the quadratic nature of the
pressure-drop dependence on velocity, for higher velocities. With
g andb as constants, we may use an equation of the form

DP

L
5gU1bU2 (3)

to curve fit the experimental results satisfactorily as shown in Fig.
3. Following porous media parlance@10# and setting the constants
g5m/K andb5rC, Eq. ~3! takes the form

DP

L
5

m

K
U1rCU2 (4)

whereK andC are, respectively, the permeability and form coef-
ficient of the porous medium, to be determined from isothermal
hydraulic experiments.

The drag offered by the first term in the right-hand side~RHS!
of Eq. ~4! is because of the viscous friction arising from the con-
tact and shear of the fluid over the solid surfaces of the rod bundle
models. In our experiments, this contact surface includes the
bounding walls of the test section as well, for all of the models
tested. For lower velocities (U,1 m/s), the fluid has better con-
tact with the surfaces resulting in the dominance of ‘‘viscous
drag,’’ which varies linearly with average velocity~U!. Hence, for
lower velocities, the pressure-drop data for all of the models fol-
low almost a linear relation with average velocity~U!.

Proceeding from left to right in Fig. 3, it is evident that for
higher velocities the pressure drop for all of the models deviates
from being proportionalU. Although this can be seen as a char-
acteristic of the fully developed turbulent flow (U.1 m/s, Re
.2300! entering the test section, the models when viewed as a
porous medium can also be interpreted using Eq.~4!. For increas-
ing velocity (U.1 m/s, Re.2300!, the magnitude of the second
term on the RHS of Eq.~4!, identified as the ‘‘form drag,’’ gains
dominance over the first term, thus we enter the fully turbulent
regime where for any particular rod bundle model~porous me-
dium! inside the test section, flow separation and wake effects
dominate due to theform of the rod bundles~porous medium!. In
Eq. ~4!, this form drag effect is lumped as a coefficientC @in Eq.
~3! asb# proportional toU2.

Taking Eq. ~3! as a guiding hydraulic model, we proceed to
delineate the parameters that influenceb, the form drag coeffi-
cient. Using the conventional notations of Eqs.~1! and~2! for Re
and friction factor, Fig. 4 portrays for severala ~m2/m3! values,
the nondimensional pressure drop versus Reynolds number for the

Fig. 3 Longitudinal pressure drop versus average velocity for
all of the models Fig. 4 Nondimensional pressure drop j versus Re for models

having 2 mm diameter rod bundles
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2 mm rod bundle models. Although for increasinga, we add more
solid material, increasing the viscous contact resistance for the
flow, in Fig. 4 we do not find a direct relation betweena andj.
What happens is the form drag influencing parameters~such asd,
NR , NC , a, b, c! override the viscous drag, which is directly
proportional toa andU. Further, this quadratic effect also varies
from model to model~increase in the pressure drop for the same
velocity! as evident from the ‘‘spread’’ of the results and does not
follow a direct relation with eithera ~Figs. 4 and 5! or the diam-
eter of the rods~Fig. 3!. This suggests that the quadratic amplifi-
cation should be because of the drag effects resulting from the
nature of the rod bundles that depend onU2 and gets dominated
for higher velocities. This drag effect is because of the complex
influence of all of the other model parameters such asa, b, c, NR ,
NC and is lumped asb in Eq. ~3! @or for constant density, asC in
Eq. ~4!#.

Figure 6 reveals the effect of ‘‘a’’ and ‘‘ c’’ on j for two
models having identicalNC , NR , ‘‘ b’’ and surface to volume ratio
~a, m2/m3!. The fully developed turbulent flow with a flattened
velocity profile@u(y) flattened from the almost parabolic one for
the fully developed laminar flow case# enters the model in the test
section as shown in Figs. 2~a! and 2~b!. By increasing ‘‘a,’’ the
transverse cross-sectional spacing between the rod rows is in-
creased and for a fixedNC , this results in the reduction of ‘‘c,’’
the wall clearance. For a cross section@Fig. 2~a!#, this result in
more unobstructed flow near the axis with higher velocity and is
further aided by the tubes crowding in the low velocity region

near the walls due to the reduction inc. For aligned rod rows with
a fixed mass flow rate, the overall effect is the reduction of lon-
gitudinal pressure-drop as more flow can be accommodated near
the axis with higher average velocity. Hence, the model with a
larger ‘‘a’’ and smaller ‘‘c’’ experience a lower pressure drop.
Hence, the corresponding dashed line curve in Fig. 6 is below the
continuous curve for smaller ‘‘a’’ and larger ‘‘c’’ model. This ef-
fect is fully valid even if the wall clearance ‘‘c’’ goes to zero.

It is to be kept in mind however that the above reasoning for the
effects of ‘‘a’’ and ‘‘ c’’ is valid only as long as bothNC andNR
remain fixed. For instance, in Fig. 7, the models having identical
‘‘ a’’ values ~first and third curve from top! do so by maintaining
their product ofNC and NR constant. SinceNC is no more a
constant, increasing ‘‘a’’ need not necessarily reduce ‘‘c,’’ the wall
clearance. In fact, both ‘‘a’’ and ‘‘ c’’ increase as we go from the
first to the third curve. ReducingNC ~thus increasing ‘‘a’’ ! re-
duces the solid obstruction per cross section, in spite of probable
increase in ‘‘c,’’ the wall clearance, resulting in reduced pressure
drop ~j! for models with aligned rod arrangement.

Notice further that thej results for the four models in Fig. 7 are
grouped forNC54 ~top two curves! and NC53 ~bottom two
curves!. The pairs individually reveal the effect ofNR : for in-
creasingNR , ‘‘ b’’ reduces, reducing the spacing between two suc-
cessive tubes along the flow direction~see Fig. 2!. For an aligned
arrangement of rods, this results in the downstream rod to be
pushed into the wake and recirculation zone of the upstream rod
causingj to increase. In the limit ofb→0, the rods along the flow
direction will merge together, forming a continuous sheet of solid
material. This configuration is akin to a stack of parallel plate
channels. Although, the incoming flow is turbulent, the nature of
the flow through the individual passages~whether laminar or tur-
bulent! depends on the respective passage hydraulic diameter.
However, the overall longitudinal pressure drop across the model
in this limit of b→0 is bound to be lower as the wake effects
between successive rods are completely eliminated, resulting in
the reduction ofform drag. However, the surface viscous resis-
tance~hence the viscous drag! is still present and is further am-
plified because of the increase in solid surface (NR is very high!.
In addition, by comparing the topmost and bottommost curves, it
is evident that for constantNR(515), j increases with increase in
NC . Further, the two bottom curves~with NC53) haveNR equal
to 15 and 20 while the top group~with NC54) hasNR equal to 12
and 15. Comparing them, we may conclude that the effect of
variation inNC is stronger than that of the variation inNR .

Figure 8 summarizes the pressure-drop results for models with
rod bundles having diameters 3 and 4 mm. The first two curves
from the top haveNC54 and the corresponding models experi-
ence higher pressure drop when compared to the bottom two
curves havingNC53. This effect, consistent with the earlier ex-
planation aboutNC under Fig. 7, apparently holds merit irrespec-

Fig. 5 j versus Re for models having 3 and 4 mm diameter rod
bundles

Fig. 6 Effect of ‘‘ a’’ and ‘‘ c ’’ on j for constant surface to vol-
ume ratio a

Fig. 7 Effect of NC and NR on j
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tive of the diameters of the individual rods. However, it is to be
kept in mind that when the diameter of the individual rods be-
comes comparable to the cross-sectional widthW, the effect ofNC
should become redundant. This effect is already apparent in Fig.
8, if we compare the individual curves with identicalNC : As
diameter increases~from 3 mm to 4 mm!, pressure drop increases,
as the frontal cross-sectional area is obstructed by more solid
material.

In light of the above discussions, using Eqs.~1! and ~2!, the
experimental results for all of the tested models can be fitted using
the simple model equation

j5
E

Re
1F (5)

whereE andF are constants to be determined from the curve-fits.
Curve fits are performed on the experimental results in Figs. 4 and
5 using Eq.~5! allowing E andF to take independent values for
each of the models. The comparative results are within 10% as
shown in Fig. 9. Further, the curve fits yieldE as a constant for all
the models, equal to 300, whileF takes different values for each
of the models. This is expected since we are using experimental
results under fully developed turbulent flow, in which case we
expect the pressure drop to be proportional toU2, leading to
dominant changes inF for models with a different aligned ar-
rangement of the rods. Further, as discussed from Figs. 6 through
8, these changes inF are effected purely by theform of the rod
arrangement leading to variation in the ‘‘form drag’’ induced by
the wake and separation behind each of the rods because of the

influence of various geometric parameters such as ‘‘a’’ ~andNC),
‘‘ c,’’ ‘‘ b’’ ~andNR) and diameter ‘‘d’’ of the rods of the models.
Hence we relate the influence of all of the geometrical parameters
to F through an empirical correlation of the form

F5

40S b~112c!

a D 1/4 NR

Ac

~aDM !6
(6)

which predicts theF from the curve-fits within 15% accuracy.
In Eq. ~6!, C is the volumetric solidity of the model equal to the

ratio of the total volume of solid~rods! Vs , and the total volume
V of the model.DM is the model based hydraulic diameter defined
following heat exchanger parlance@17#, as

DM5
4AfL

As
(7)

whereAf is the minimum frontal flow area of the model@see Fig.
2~a!# and, as defined in the nomenclature,As is the surface area
offering resistance to flow—which includes all of the rod surfaces,
top and bottom wall surfaces, and two side wall surfaces minus
the area where the rods are attached to them. For a ‘‘plain’’ model
without the rod bundles~i.e., for d50), Eq.~7! will reduce to the
conventional channel hydraulic diameterD @15#, used to define Re
in Eq. ~1!. Keep in mind however thatAs in Eq. ~7! can be dif-
ferent from the heat transfer area used in definingDM in @17# and
@15# but is always equal to the surface area used while defininga,
the surface to volume ratio of the compact heat exchanger models.

The nondimensional groupaDM in Eq. ~6! can be interpreted
in two ways. It can be viewed as a nondimensional volume ratio,
with the product ofAs and DM in the numerator, and the total
volume of the modelV in the denominator. Alternately, substitut-
ing for DM from Eq. ~7! and a5As /V and expandingAf$5(B
2dNC)W% andA(5B3W) results

aDM5
4Af

A
54f54S 12

NC

B/dD (8)

wheref can be interpreted as a transverse~frontal! surface poros-
ity of the models. WhenNC50, Eq.~8! yieldsf51, i.e., there are
no rods obstructing the frontal flow cross section and whenNC
5B/d, f50, i.e., no flow results as we have the cross section
covered with solid.

Using Eq.~8! in Eq. ~6! results in

F50.01S S b~112c!

a D 1/4 NR

Ac

~f!6
D (9)

An immediate observation from Eq.~8! is asNC increases for a
fixed model breadthB and diameter of rodd, the surface porosity
f decreases and this in Eq.~9! leads to a large increase in F
@notice f in Eq. ~9!, is raised to power 6 in the denominator#.
WhenF is substituted into Eq.~5!, we observe an increase in the
nondimensional pressure drop, consistent with the strong influ-
ence ofNC on the experimental pressure-drop results that we ob-
served in Figs. 7 and 8. Further, Eq.~9! is consistent with the
other observations such as the weak increase in pressure drop for
increase inNR observed in Fig. 7 whenNC is fixed and the com-
bined effect of ‘‘a’’ and ‘‘ c’’ on the pressure drop identified in Fig.
6, while the other parameters~d, b, NR , and NC) remain fixed.
Finally, the strength of changingNC overriding the effects of ‘‘a’’
and ‘‘c’’ as observed in Fig. 7 is also predicted correctly by Eq.
~9!.

Using Eq.~9! to calculateF, Eq. ~5! becomes a predictive tool
for finding pressure drop across models with rods in aligned ar-
rangement encountering turbulent flow. The results of the predic-
tions from Eq.~5! agree within620% with our experimental re-
sults, as shown in Fig. 10. Additional comparisons with previously

Fig. 8 Effect of diameter of tubes, NC and NR on j for rods
with two different diameters

Fig. 9 Comparison of the j prediction using Eq. „5… with the
experimental j results
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published results are performed for the model, Eq.~5!, along with
the proposed correlation Eq.~9! in Fig. 11. The continuous lines in
Fig. 11 are the predictions using Eq.~9!, while the dotted lines are
using correlations in@7# ~Zukauskas, 1987! and the dashed lines
are using correlations in the recent~2002! extensions of Martin
@22#, which uses pressure-drop correlations from@23#. ~Gaddis
and Gnielinski, 1985!. The model numbers~from Table 1! for
which these correlations yield their respective predictions are
shown to the right of each curve.

The comparisons in Fig. 11 shows only the predictions from
Eq. ~9! are good because the proposed correlation, Eq.~9!, stand
out from the other correlations in three ways:~i! a new parameter,
namely, the wall clearance effect, is introduced in our models. The
parameter ‘‘c’’ in the correlation, Eq.~9!, captures the effect of
wall clearance which is not seen in any of the earlier correlations;
~ii ! The tube diameters we have used are 2, 3, and 4 mm, which
are not the ranges suggested by the earlier correlations~for in-
stance, the correlations in@22# and @23# are claimed for diameter
range greater than 7.9 mm!; and~iii ! The range for parameter ‘‘a’’
has been extended in our models up to 7~see Table 1,a8 range
from 1.75 to 7!—Zukauskas@7# has it for 1 through 2.5, while
@22# claim it up to 6 although the original reference@23# claims it
only up to 3~few experiments were done for a.3 and up to 6!.

Hence, even when appropriate models~model-numbers 9 and
14! with a52 anda52.5 are chosen for comparison~first and
second data set from the top, in Fig. 11!, because their diameters
(d53 and 4, respectively! and wall clearancec(Þ0) are different
from parameter ranges for earlier correlations, it is difficult as

such, to use the proposed correlation, Eq.~9!, to ‘‘verify’’ earlier
correlations. Likewise, using model-number 15, a specific model
designed with wall clearancec50, the comparison between our
proposed correlation and that of@22# and@23# is marginally agree-
able. The differences are due to the difference in tube diameters
(d52 mm, for model-number 15! and the range for ‘‘a’’ ~57, for
model-number 15!. Further, from Fig. 6.19 of@7# one may find,
Zukauskas’s data for ‘‘a’’ and ‘‘ b’’ equal to 2.5 is extended into
the low Reynolds numbers range by the present work.

Expanding Eq.~5! by substituting forj and Re from Eqs.~2!
and ~1!, respectively, and rearranging,

DP

L
5

m

~2D2/E!
U1rS F

2D DU2 (10)

Comparing Eq.~10! with Eq. ~4!, we findK andC of Eq. ~4! equal
to 2D2/E andF/2D, respectively. In other words, the near com-
pact heat exchanger models with aligned rod arrangement tested
for fully turbulent flow configuration can in the outset be treated
as a porous medium. As the model dependent parameterE turns
out to be a constant in the curve fits using Eq.~5!, the permeabil-
ity K52D2/E remains a constant for all of the models tested in
the fully turbulent regime~Re.2300!. For a chosen fluid under
turbulent flow through a model configuration, even the variations
in K ~due to variations inC! will always be overshadowed by the
dominance of the second term in the RHS of Eq.~4!. SinceC
5F/2D, the geometric parameters such asd, a ~and NC), c, b
~and NR) due to their capacity to alter the flow characteristics
within the model because of theirform, predominantly influence
only the form coefficientC of Eq. ~4! throughF, which can be
found using the correlation in Eq.~9!.

The above exercise reveals the nature of the drags involved the
turbulent flow experiments, Eq.~10!, to be consistent with the
porous medium interpretation of Eq.~3!. However, we must keep
in mind that Eq.~3! is only a model andcan be used to interpret
more than one physical phenomenon satisfactorily. For instance,
the similarity in content of Eqs.~3! and~10! has led researchers to
believe @19# that ‘‘transition’’ from laminar to turbulent flow
~marked by global, channel hydraulic diameterD based Re to be
greater than 2300! through a porous medium like configuration
@governed by Eq.~10!# implies transition from viscous drag@first
term in the RHS of Eq.~3!# to form drag@second term in the RHS
of Eq. ~3!# dominated flow regime inside the porous medium.
However, as mentioned in@20#, the transition from viscous drag
(Dm5mU/K) to form drag (DC5rCU2) dominated flow in a
porous medium is better predicted based on the criterion

l5S DC

Dm
D5S rKC

m
U D.1 (11)

Using K52D2/E and C5F/2D from Eq. ~10! we find for iso-
thermal turbulent air flow experiments that even for the model
with lowest F tested~Model 7, F53.1), atUmin50.8 m/s, l is
18.28, which satisfies Eq.~11!. This implies the flow inside the
rod bundles~viewed as a porous medium! is already form drag
dominated, well within the channel flow transition regime itself
(U,1 m/s and Re,2300!—i.e., the flow is yet to become fully
turbulent in the initial channel section. This shows that the claim
made by@19# is not correct. This was heuristically pointed out in
@20# and @21# as well. The transition to turbulence~determined
based on channel hydraulic diameter based Re to be greater than
2300! in the initial flow section is not a criterion for transition to
form drag dominated flow regime inside a porous medium test
section as observed in@19#. The flow inside the porous medium
like rod bundle models can already be form drag dominated owing
to the influence of variousform parameters such asd, a ~andNC),
c, b ~and NR) of the rod arrangement inside the models. This is
clearly validated by our experimental results.

Fig. 10 Comparison of the j prediction from Eq. „5… using F
from Eq. „9…, with the experimental j results

Fig. 11 Comparison of the j prediction using Eq. „9… with that
of other published results by †7,22,23‡
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Conclusions
Hydrodynamic pressure-drop experiments were conducted in

the turbulent flow regime for near-compact heat exchanger models
~a, 100 to 300 m2/m3!, with rod bundles of three different diam-
eters in various aligned arrangements. The diameter range used in
the present study (d52,3,4 mm) are different from the earlier
results, to accommodateDM to be greater than 6 mm, complying
with the near-compact heat exchanger configurations. The
pressure-drop results were curve fitted using a nondimensional
pressure drop versus Re model, Eq.~5!, which is similar in con-
tent to a dimensional, low permeability, non-Darcy flow, porous
medium model, Eq.~4!. Treating the rod bundle models as a po-
rous medium, the ‘‘viscous drag’’ of the rod bundles is found to be
a fixed value losing strength, as expected, with the gaining domi-
nance of the ‘‘form drag,’’ for higher Re~.2300! turbulent flow.

Connecting the various form drag inducing parameters such as
d, a ~and NC), c, b ~and NR) of the rod arrangement inside the
models to the form coefficientF in Eq. ~5! @or C in Eq. ~4!#, a
predictive correlation forF is proposed in Eq.~9!. Using Eq.~9!
for calculatingF, the model Eq.~5! predicts within620%, the
experimental pressure drop results, thus serving as a hydraulic
predictive tool for finding pressure drop across rod bundle models
with rods in aligned arrangement encountering fully developed
turbulent flow. Comparisons of proposed correlation, Eq.~9!, with
earlier published results@7,22,23# reveal the effect of a new pa-
rameter, the wall clearance effect, ‘‘c,’’ and also the effects of ‘‘a’’
and small tube-diameterd, in our models. The range for parameter
‘‘ a’’ is studied for 7, an extension from earlier results.

Based on the porous medium transition parameterl, Eq. ~11!,
the experimental results also validate the transition to form-drag
dominated regime inside the rod bundle models~when treated as a
porous medium! happens well before the global turbulent regime
for the initial section of the flow channel.

Nomenclature

A 5 cross-sectional area of inlet duct, m
Af 5 frontal flow area,$5(B2dNC)W%, Eq. ~7!, m
As 5 surface area offering resistance to flow,

$5(pdWNRNC)1(2LB)2(2NRNCpd2/4)%, Eq. ~7!,
m

a 5 relative nondimensional transverse spacing, Fig. 2
(5ST /d)

B 5 depth of the rod bundle, Fig. 2, mm
b 5 relative nondimensional longitudinal spacing, Fig. 2

(5SL /d)
C 5 form-coefficient of the porous medium, Eq.~4!, m21

c 5 relative nondimensional wall clearance, Fig. 2
(5w/d)

D 5 hydraulic diameter of the rectangular cross section,
$54A/P%, m

DM 5 model based hydraulic diameter,$54AfL/As%, Eq.
~7!, m

d 5 diameter of a rod used in the models, Fig. 2, mm
K 5 permeability of the porous medium, Eq.~4!, m2

L 5 length of rod bundle, Fig. 2, mm
NR 5 number of rod rows in the model, along the longitu-

dinal ~flow! direction, Fig. 2
NC 5 number of rod rows in the model, along the trans-

verse direction, Fig. 2
P 5 perimeter of inlet duct, m

DP/L 5 longitudinal pressure-drop across rod bundles, Pa/m
Re 5 Reynolds Number, Eq.~1!
ST 5 transverse spacing, Fig. 2, mm

SL 5 longitudinal spacing, Fig. 2, mm
U 5 average velocity in the rectangular channel, Fig. 2,

m/s
V 5 total model volume (5L3B3W), mm3

W 5 width of the rod bundle, Fig. 2, mm
w 5 frontal wall clearance/spacing, Fig. 2, mm

Greek symbols:

a 5 surface to volume ratio of the model~rod bundle!,
~m2/m3!

b 5 form drag coefficient, Eq.~3!
g 5 viscous drag coefficient, Eq.~3!
f 5 transverse surface porosity of the model~rod bundle!

(5Af /A), Eq. ~9!
j 5 nondimensional pressure drop, Eq.~2!

C 5 volumetric solidity of the model~rod bundle!
(5Vs /V), Eq. ~6!
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Axisymmetric Stagnation-Point
Flow and Heat Transfer of a
Viscous Fluid on a Moving
Cylinder With Time-Dependent
Axial Velocity and Uniform
Transpiration
The unsteady viscous flow and heat transfer in the vicinity of an axisymmetric stagnation
point of an infinite moving cylinder with time-dependent axial velocity and with uniform
normal transpiration Uo are investigated. The impinging free stream is steady and with a
constant strain rate k̄. An exact solution of the Navier–Stokes equations and energy
equation is derived in this problem. A reduction of these equations is obtained by use of
appropriate transformations for the most general case when the transpiration rate is also
time-dependent but results are presented only for uniform values of this quantity. The
general self-similar solution is obtained when the axial velocity of the cylinder and its
wall temperature or its wall heat flux vary as specified time-dependent functions. In
particular, the cylinder may move with constant speed, with exponentially increasing–
decreasing axial velocity, with harmonically varying axial speed, or with accelerating–
decelerating oscillatory axial speed. For self-similar flow, the surface temperature or its
surface heat flux must have the same types of behavior as the cylinder motion. For
completeness, sample semisimilar solutions of the unsteady Navier–Stokes and energy
equations have been obtained numerically using a finite-difference scheme. Some of these
solutions are presented for special cases when the time-dependent axial velocity of the
cylinder is a step-function, and a ramp function. All the solutions above are presented for
Reynolds numbers, Re5 k̄a2/2y, ranging from 0.1 to 100 for different values of dimen-
sionless transpiration rate, S5Uo /k̄a, where a is cylinder radius andy is kinematic
viscosity of the fluid. Absolute value of the shear-stresses corresponding to all the cases
increase with the increase of Reynolds number and suction rate. The maximum value of
the shear- stress increases with increasing oscillation frequency and amplitude. An inter-
esting result is obtained in which a cylinder moving with certain exponential axial veloc-
ity function at any particular value of Reynolds number and suction rate is axially stress-
free. The heat transfer coefficient increases with the increasing suction rate, Reynolds
number, Prandtl number, oscillation frequency and amplitude. Interesting means of cool-
ing and heating processes of cylinder surface are obtained using different rates of tran-
spiration. It is shown that a cylinder with certain type of exponential wall temperature
exposed to a temperature difference has no heat transfer.@DOI: 10.1115/1.1845556#

Keywords: Stagnation Flow, Time-Dependent Axial Movement, Time-Dependent Heat
Transfer, Transpiration, Exact Solution

1 Introduction

The task of finding exact solutions for Navier–Stokes equations
is a difficult one due to nonlinearity of these equations. Hiemenz
@1# has obtained an exact solution of the Navier–Stokes equations
governing the two-dimensional stagnation-point flow on a flat
plate. The analogous axisymmetric stagnation-point flow was in-
vestigated by Homann@2#. Results of the problem of stagnation
flow against a flat plate for asymmetric cases were presented by
Howarth @3# and Davey@4#. Wang @5# was first to find exact so-
lution for the problem of axisymmetric stagnation flow on an in-

finite stationary circular cylinder. Gorla@6–10#, in a series of
papers, studied the steady and unsteady flows and heat transfer
over a circular cylinder in the vicinity of the stagnation-point for
the cases of constant axial movement, and the special case of axial
harmonic motion of a nonrotating cylinder. This special case is
only for small and high values of the frequency parameter using
perturbation techniques. Recently, Cunning, Davis, and Weidman
@11# have considered the stagnation flow problem on a rotating
circular cylinder with constant angular velocity, including the ef-
fects of suction and blowing with constant rate. Takhar, Chamkha,
and Nath@12# have also investigated the unsteady viscous flow in
the vicinity of an axisymmetric stagnation-point of an infinite cir-
cular cylinder when both the cylinder and the free-stream veloci-
ties vary as a same function of time. Their self-similar solution is
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only for the case when both the cylinder and the free-stream ve-
locities vary inversely as a linear function of time and by taking
an average value for the Reynolds number.

The effects of cylinder movement with time-dependent axial
velocity, and time-dependent heat transfer in general, specially
with different types of harmonic oscillation which are of interest
in certain manufacturing processes, have not yet been considered.
In the present analysis, the unsteady viscous flow and heat transfer
in the vicinity of an axisymmetric stagnation point of an infinite
cylinder with time-dependent axial movement and with uniform
transpiration is considered, though the reduction of the Navier–
Stokes equations and the energy equation is obtained for the most
general case of time-dependent transpiration rate. Our motivation
is to generalize the problem of stagnation-point flow and heat
transfer of a fluid on a moving cylinder. An exact solution of the
Navier–Stokes equations and the energy equation is obtained. The
general self-similar solution is obtained when the axial velocity of
the cylinder and its surface temperature or heat flux vary in a
prescribed manner. The cylinder may perform different types of
motion: it may move with constant speed, with exponentially
increasing–decreasing axial velocity, with harmonically varying
axial speed, or with accelerating–decelerating oscillatory axial
speed. The cylinder surface temperature and its surface heat flux
may have the same behavior as the cylinder motion.

Sample distributions of shear-stresses, and temperature fields at
Reynolds numbers ranging from 0.1 to 100 are presented for dif-
ferent forms of cylinder movement and different values of Prandtl
numbers and selected values of uniform suction and blowing
rates. Particular cases of these results are compared with existing
results of Wang@5# and Gorla@7,9,10#, Correspondingly. For com-
pleteness, some semisimilar solutions of the Navier–Stokes equa-
tions and energy equation are obtained and results for a few ex-
amples of cylinder axial motion in the form of a step-function,
and a ramp function are presented for different values of flow
parameters.

2 Problem Formulation
Flow is considered in cylindrical coordinates (r ,w,z) with cor-

responding velocity components (u,v,w), see Fig. 1. We consider
the laminar unsteady incompressible flow and heat transfer of a
viscous fluid in the neighborhood of an axisymmetric stagnation-
point of an infinite circular cylinder when it moves axially with a
velocity that varies with time. An external axisymmetric radial
stagnation flow of strain ratek̄ impinges on the cylinder of radius
a, centered atr 50. A uniform normal transpirationUo at the
cylinder surface may occur, whereUo.0 corresponds to suction
into the cylinder, though the formulation of the problem is for the
more general case of time-dependent transpiration rate. The un-

steady Navier–Stokes and energy equations in cylindrical polar
coordinates governing the axisymmetric flow and heat transfer are
given by @5–10#:

Mass:
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Energy:
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]r D1
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where p, r, y, and ā are the fluid pressure, density, kinematic
viscosity, and thermal diffusivity. The boundary conditions for
velocity field are:

r 5a: u52Uo , w5V~ t ! (5)

r→`: u52 k̄S r 2
a2

r D2
aUo

r
, w52k̄z (6)

in which, ~5! are no-slip conditions on the cylinder wall and rela-
tions ~6! show that the viscous flow solution approaches, in a
manner analogous to the Hiemenz flow, the potential flow solution
as r→`, Ref. @11#.

For the temperature field we have:

r 5a: ~ i! T5Tw~ t ! for defined wall temperature

~ ii !
]T

]r
52

qw~ t !

k
for defined wall heat flux

(7)

r→`: T→T`

where k is the thermal conductivity of the fluid andTw(t)
and qw(t) are temperature and heat flux at the wall cylinder,
respectively.

A reduction of the Navier–Stokes equations is obtained by the
following coordinate separation of the velocity field:

u52 k̄
a

Ah
f ~h,t!, w52k̄ f 8~h,t!z1H~h,t!, p5r k̄2a2P

(8)

wheret52k̄t and h5(r /a)2 are dimensionless time and radial
variables and prime denotes differentiation with respect toh.
Transformations~8! satisfy ~1! automatically and their insertion
into ~2! and ~3! yields a coupled system of differential equations
in terms of f (h,t) and H(h,t) and an expression for the
pressure:

h f-1 f 91ReF12~ f 8!21 f f 92
] f 8

]t G50 (9)

hH91H81ReF f H82 f 8H2
]H

]t G50 (10)

P2Po52F f 2

2h
1

1

Re
f 812S z

aD 2G (11)
Fig. 1 Schematic diagram of an axially moving cylinder under
radial stagnation flow in the fixed cylindrical coordinate system
„r ,w,z…
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In these equations, primes indicate differentiation with respect to
h and Re5k̄a2/2y is the Reynolds number. From conditions~5!
and ~6!, the boundary conditions for~9! and ~10! are as follows:

h51: f 5s~t!, f 850, H5V~t!
(12)

h→`: f 851, H50

in which, s(t)5Uo(t)/ k̄a is the dimensionless wall-transpiration
rate.

To transform the energy equation into a nondimensional form
for the case of defined wall temperature, we introduce

Q5
T~h,t!2T`

Tw~t!2T`
(13)

Making use of~8! and ~13!, the energy equation may be written
as:

hQ91Q81Re•PrS f Q82
]Q

]t
2

dTw /dt

Tw2T`
Q D50 (14)

with the boundary conditions as:

Q~1,t!51, Q~`,t!50 (15)

For the case of defined wall heat flux, we introduce

Q5
T~h,t!2T`

aqw~t!/2k
(16)

Now making use of~8! and ~16!, the energy equation may be
written as:

hQ91Q81Re•PrS f Q82
]Q

]t
2

dqw /dt

qw
Q D50 (17)

with the boundary conditions as:

Q8~1,t!521, Q~`,t!50 (18)

Here, Eqs.~9!, ~10!, and ~14! or ~17! are for different forms of
s(t), V(t), Tw(t), or qw(t) functions and have been solved
numerically with Re and Pr as parameters. For the sake of brevity,
only results fors(t)5constant are shown in this paper.

For U0(t)5constant@s(t)5constant# none of the boundary
conditions of Eq.~9! are functions of time, and assuming steady-
state initial conditions for this equation, we have:

t50→ ] f 8

]t
50

Therefore, in this case Eq.~9! is reduced to the form:

h f-1 f 91Re@12~ f 8!21 f f 9#50 (19)

Steady-state solutions are obtained by solving this equation. Since
none of the boundary conditions onf is time-dependent, then this
function does not change with respect to time and the result of
steady-state solution~t50! is the same as the solution for all the
later times~t.0!. Thus f (h,t)5 f (h) and consequently Eq.~9!
can be reduced to Eq.~19!.

Equation~19! is the same as the one obtained by Wang@5# and
its solution is known. Here, Eqs.~10!, ~14!, and ~17! are solved
for different forms forV(t) functions and prescribed values of
surface temperature or surface heat flux. In what follows, first the
self-similar equations and the exact solutions for some particular
V(t), Tw(t), and qw(t) functions are presented and then, for
completeness, the semisimilar equations and their numerical solu-
tions are obtained and sample results for Eq.~10! are presented.

3 Self-Similar Equations
Equations~10! and ~14! or ~17! can be reduced to a system of

ordinary differential equations if we assume that the function
H(h,t) in ~10! andQ~h,t! in ~14! or ~17! are seperable as:

H~h,t!5V~t!•h~h!
(20)

Q~h,t!5u~h!•Q~t!

Substituting these separation of variables into~10! and ~14! or
~17!, correspondingly gives:

h
h9

h
1

h8

h
1ReS f

h8

h
2 f 8D5

Re

V~t!

dV~t!

dt
(21)

h
u9

u
1

u8

u
1Re•Pr~ f u8/u!5Re•PrS dQ/dt

Q
1

dTw /dt

Tw2T`
D

(22)

or for defined wall heat flux:

h
u9

u
1

u8

u
1Re•Pr~ f u8/u!5Re•PrS dQ/dt

Q
1

dqw /dt

qw
D

(23)

The general solution to the differential equations in~21! and~22!
or ~23! with t as an independent variable are as the following:

V~t!5b•Exp@~a1 ib!t# (24)

Q~t!5
c•Exp@~g1 id!t#

Tw~t!2T`
, for defined wall temperature

(25)

Q~t!5
c•Exp@~g1 id!t#

qw~t!
, for defined wall heat flux

(26)

Here,i 5A21 andb, a, andb and alsoc, g, andd are constants.
Substituting these solutions into the differential equations in~21!
and ~22! or ~23! with h as an independent variable results in:

hh91h81Re@ f h82 f 8h2ah2 ibh#50 (27)

hu91u81Re•Pr~ f u82gu2 idu!50 (28)

The axial velocity boundary conditions are:

h51: h51 (29)

h→`: h50 (30)

For the above defined wall temperature and wall heat flux, respec-
tively, one obtains:
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Q~1,t!515u~1!•Q~t!→u~1!51,Q~t!51→Tw~t!2T`5c•Exp@~g1 id!t# (31)

Q8~1,t!5215u8~1!•Q~t!→u8~1!521,Q~t!51→qw~t!5c•Exp@~g1 id!t#

Q~`,t!505u~`!•Q~t!→u~`!50 (31a)

Note that, in~24! b50 corresponds to the case of a cylinder with
no axial movement, wang@5#. If bÞ0 anda5b50, ~24! gives the
case of a uniformly moving cylinder with constant axial velocity,
Gorla @7#. bÞ0, bÞ0, and a50, corresponds to the case of a
moving cylinder with a harmonic velocity in its own plane, Gorla
@9#. The case ofbÞ0, aÞ0, bÞ0 is the most general case which
is considered in this paper. Ifb5a5b50 and cÞ0, g5d50,
Eqs. ~31! correspond to the result of Gorla@10# which is for a
stationary cylinder. Other combinations of values ofc, g, andd in
Eqs.~31! give different time-dependent wall temperature and heat
flux functions.

To obtain solution of Eqs.~27! and ~28!, it is assumed that the
functionsh(h) andu~h! are complex functions as:

h~h!5h1~h!1 ih2~h! (32)

u~h!5u1~h!1 iu2~h! (33)

Substituting ~32! and ~33! into ~27! and ~28!, the following
coupled system of differential equations are obtained:

H hh191h181Re~ f h182 f 8h12ah11bh2!50
hh291h281Re~ f h282 f 8h22ah22bh1!50

(34)

H hu191u181Re•Pr~ f u182gu11du2!50
hu291u281Re•Pr~ f u282gu22du1!50

(35)

The boundary conditions for functionsf, h, andu become:

h51: f 5s, f 850, h51, u51 ~or u8521! (36)

h→`: f 851, h50, u50 (37)

where s5Uo / k̄a is the dimensionless wall-transpiration rate
which is assumed uniform. Hence, the boundary conditions on
functionsh1 andh2 are:

h51: h151, h250, u151, u250 ~or u18521,u2850!
(38)

h→`: h150, h250, u150, u250 (39)

The coupled system of Eqs.~34! and ~35! along with boundary
conditions~38! and ~39! have been solved by using the fourth-
order Runge–Kutta method of numerical integration along with a
shooting method, Press et al.@13#. First, Eq.~19! was solved by
guessing initial values forf 9(1) and intergrating until the conver-
gence reached. Then, the initial values ofh18(1), h28(1) and
u18(1), u28(1) @or u1(1), u2(1)] wereguessed and the integration
was repeated until convergence was obtained. The value of
h2(h)50 and u2(h)50 was assumed initially and then by re-
peating the integration of these two systems of equations, final
values of h1(h), h2(h), and u1(h), u2(h) were obtained. In
these computations the grid size was chosen 0.001 and the trun-
cation error was set at 1E-9.

The axial velocity is:

V~t!5b Exp~at!@cos~bt!1 i sin~bt!# (40)

and thus, theH(h,t) function from definition~20! becomes:

H~h,t!5b Exp~at!@~h1 cos~bt!2h2 sin~bt!!1 i ~h1 sin~bt!

1h2 cos~bt!!#. (41)

4 Semi-Similar Equations
Equations~10!, ~14!, and ~17! may be solved directly for any

chosenV(t), Tw(t), andqw(t) functions. The solutions obtained
this way, are called semisimilar solutions. These equations, along
with boundary conditions~12!, ~15!, and ~18!, were solved by
using a central finite-difference method which lead to a tri-
diagonal matrix. Assuming steady-state fort,0, the solution
starts fromV(0), Tw(0) or qw(0) and marching through time,
time-dependent solutions fort.0 were obtained. Sample axial
velocity profiles will be presented in later sections.

5 Shear-Stress
The shear-stress at the cylinder surface is calculated from:

s5Fm
]w

]r G
r 5a

(42)

wherem is the fluid viscosity. Using definition~8!, the shear-stress
at the cylinder surface for semisimilar solutions becomes

s5
2m

a
@2k̄ f 9~1!•z1H8~1,t!# (43)

Axial surface shear-stress for self-similar solutions is presented by
the following form:

s5
2m

a
$2k̄ f 9~1!•z1b Exp~at!@~h18~1!cos~bt!

2h28~1!sin~bt!!1 i ~h18~1!sin~bt!1h28~1!cos~bt!!#%

(44)

The real and imaginary parts of the shear-stress atz50 are indeed
the same but with a phase difference ofp/2. Thus, there is no need
for presentation of both of these parts. Some numerical values of
real component will be presented later for a few examples of axial
velocities.

6 Heat Transfer Coefficient
The wall heat transfer coefficient and rate of heat transfer for

defined wall temperature case are given by:

h5
qw

Tw2T`
5

2kS ]T

]r D
r 5a

Tw2T`

52
2k

a
Q8~1,t! for semi-similar case

52
2k

a
@u18~1!1 iu28~1!# for self-similar case (45)

qw52
2k

a
Q8~1,t!~Tw2T`! for semi-similar case

qw52
2k

a
c Exp~gt!@$u18~1!cos~dt!2u28~1!sin~dt!%

1 i $u18~1!sin~dt!1u28~1!cos~dt!%# for self-similar case

(46)

And for defined wall heat flux case:
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h5
qw

Tw2T`
5

2k

a

1

Q~1,t!
for semi-similar case

5
2k

a S 1

u1~1!1 iu2~1! D for self-similar case (47)

~Tw2T`!5
a

2k
Q~1,t!qw for semi-similar

~Tw2T`!5
a

2k
c Exp~gt!@$u1~1!cos~dt!

2u2~1!sin~dt!%1 i $u1~1!sin~dt!

1u2~1!cos~dt!%# for self-similar case (48)

From ~45! and ~47!, it is seen clearly that for self-similar cases,
the wall heat transfer coefficient is not a function of time contrary
to the fact that wall temperature and wall heat flux are time-
dependent.

7 Presentation of Results
In this section, the solution of the self-similar Eqs.~27! and

~28! and the semi-similar Eqs.~10!, ~14!, and ~17! along with
surface shear-stresses for different functions of axial velocity and

prescribed values of surface temperature or surface heat flux, and
selected values of suction and blowing rates are presented.

Sample profiles of theh(h) function for V(t) in accelerating
and decelerating exponential form at Re51. are presented in Fig.
2~a!, for selected values of suction and blowing rates. It is inter-
esting to note that asa increases, the depth of the diffusion of the
fluid velocity field decreases. Fora,0, at any rate of suction and
for the absolute value ofa greater than a certain value, the fluid
velocity in the vicinity of the cylinder cannot decrease with the
same rate as the cylinder axial velocity and, therefore, in this
region the fluid velocity is greater than the cylinder velocity. Note,
a50 indicates the case of a moving cylinder with constant axial
velocity, Ref.@7#. Further, it is seen that as the blowing rate de-
creases or when suction rate increases, the depth of the diffusion
of the fluid velocity decreases and vice versa. Also it is evident
from this Figure that the boundary layer becomes very small for
high suction rates and the effect ofa is negligible on the thickness
of this layer. On the contrary, high rates of blowing thickens the
boundary layer and in this casea has a strong effect on it. The
axial shear-stress parameter on the surface of the cylinder for an
exponential axial velocity in terms of accelerating rate at Re51
displayed in Fig. 2~b! for different rates of suction and blowing
show that with increasing value ofa this parameter and the slope
of the curves decrease. This means that the absolute value of

Fig. 3 Sample profiles of h 1„h… and h 2„h… for cylinder with „a… axial harmonic oscilla-
tion, „b… accelerating and decelerating oscillatory motion for selected values of a, b and
suction rates

Fig. 2 Sample profiles of, „a… h „h…, „b… axial shear-stress parameter, for cylinder with
accelerating and decelerating exponential axial velocity for selected values of suction
and blowing rates
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shear-stress increases with increasinga and its sensitivity de-
creases with respect to variations ofa. Further, it is concluded that
as suction rate increases, the absolute value of the axial shear-
stress increases. The practical application of this result is that by
providing blowing on the surface of a cylinder, reduction of resis-
tance against its axial movement inside a fluid can be achieved. It
is also interesting to note that at any Reynolds number and suction
rate, there is a particular value of negativea for which the value
of shear-stress is zero. This is to be expected since the movement
of the cylinder in the fluid and the natural effect of decay of
viscosity are happening in the same manner, then no shear is
exerted on the cylinder by the fluid. This interesting result opens
the way for an analysis into flows for which a cylinder moving
with certain combination of Reynolds number,a, and suction rate
is axially stress-free.

Sample profiles of theh(h) function at Re510 are given in
Fig. 3~a!, for pure harmonic motion of the cylinder with different
frequencies and suction rates. The case ofb50 is the same as in
Ref. @7# and clearly the imaginary part ofh(h) is zero. As in the
foregoing discussion, we observe that the thinning of the diffusion
of the velocity field with increasing values of bothb and suction
rate is evident. Samples of theh(h) function for an accelerating
and decelerating oscillatory motion are presented in Fig. 3~b!, for
selected values ofa, b, and suction rates. Again, the rapid thin-

ning of the diffusion of the fluid velocity is observed, but now
with increasing values ofa and suction strength. Further, it is seen
from both Figs. 3~a! and 3~b! that with increasing rate of suction
the effects ofa andb fade away.

The real part of axial shear-stress atz50 on the surface of the
cylinder with pure harmonic and accelerating and decelerating
oscillatory motion at Re51 and 10 is displayed in Fig. 4, for
selected values ofa, b, and suction rate. This shear-stress is for a
complete period between 0 and 2p. From Fig. 4~a!, the maximum
of the absolute value of the shear-stress increases with increasing
values of bothb and suction rates. Here,b50 corresponds to the
case of constant axial velocity, as in Ref.@7#. From Fig. 4~b!, the
maximum absolute value of the axial shear-stress increases when
the value ofa and suction rate increase. Further,a50 corresponds
to the shear-stress of the pure oscillation case that was obtained by
Gorla @9# by using perturbation methods and only for very high
and very low frequencies. Also from these Figures, the shear-
stress and the axial velocity,V(t), have phase differences. Com-
paring Figs. 4~a! and 4~b!, it is evident that the surface shear-
stress increases with increasing values of Reynolds number.

Figure 5 presents the semisimilar solution for different forms of
time-dependent axial velocity in which the functionH(h,t) is
shown in terms ofh and for different nondimensional time values
and Reynolds numbers for zero suction. The process of obtaining

Fig. 4 Real part of axial shear-stress at zÄ0 for cylinder with „a… harmonic oscillation for
bÄ0, 1, „b… accelerating and decelerating oscilllatory motion for aÄÀ1, 0, 2, and bÄ1, for
selected values of suction rates

Fig. 5 Sample profiles of H„h,t… for „a… step-function, „b… linear function, for selected values
of time steps
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Fig. 6 Sample profiles of u„h… for, „a… wall temperature, „b… wall heat flux, varying exponen-
tialy with time, for Re Ä10, PrÄ1, and sÄ0, 1, À0.8

Fig. 7 Sample profiles of u1„h… and u2„h… for, „a… wall temperature, „b… wall heat flux, vary-
ing harmonically with time, for Re Ä10, PrÄ1, and selected values of suction and blowing
rates

Fig. 8 Sample profiles of u1„h… and u2„h… for, „a… wall temperature, „b… wall heat flux, varying
with accelerating and decelerating oscillatory function of time, for Pr Ä1, and ReÄ10, and s
Ä0, and selected values of g and d
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these solutions is explained in Sec. 4. The solution of two step-
functions is shown simultaneously in Fig. 5~a!, in the first one the
axial velocity of the cylinder att,0 is equal to zero and att
>0 its value becomes one suddenly. But in the second function
the axial velocity of the cylinder att,0 is one and att>0 be-
comes zero, suddenly. The interesting point in the solution of
these two functions is that the solution starts from a steady state
and whent→` it reaches the steady state again which is the
solution of the other function att,0. The ramp function is shown
in Fig. 5~b! in which as time passes and along with increasing
velocity, the thickness of the boundary layer increases.

Sample profiles of theu~h! function for wall temperature and
wall heat flux, both varying exponentially with time at Re510 and
Pr51 are presented in Fig. 6, for selected values ofg and suction
rate. From Fig. 6~a! it is seen that forg.0 the absolute value of
the initial slope of the temperature increases with increasing val-
ues ofg and suction rate, and considering Eq.~45!, in fact the
coefficient of heat transfer increases. Also, from Fig. 6~b!, the
temperature on the surface of the cylinder decreases with increas-
ing values ofg and suction rate, and considering Eq.~47!, in fact
the coefficient of heat transfer increases. Further, as suction rate
increases, the effect of variation ofg fades away. Therefore, it can
be concluded that suction provides a means for cooling the sur-
face, and blowing provides a means for heating the surface of the
cylinder. This is rather obvious since in former case there is more
contact of free stream fluid with the cylinder and in the latter case
relatively less contact of free stream fluid with cylinder takes
place. Note that in Fig. 6~a! for g,0 and any particular value of
suction rate, as the absolute value ofg increases beyond certain
value, the fluid in the vicinity of the cylinder is not cooled as fast
as the cylinder wall and, therefore, the flow temperature here is
greater than the wall temperature. It is interesting to note that at
any suction rate there is a certain value of negativeg for which
the slope of the temperature on the surface becomes zero and
therefore there is no heat transfer. This is to be expected since the
natural diffusion of temperature difference in the fluid and the
reduction of the temperature of the cylinder surface are happening
in the same manner, then no heat is transferred between the fluid
and the cylinder. From both of these figures and forg50, and zero
suction, the results of Gorla@10# are obtained.

Sample profiles of theu1(h) andu2(h) functions for wall tem-
perature and wall heat flux both varying harmonically with time at
Re510 and Pr51 are given in Fig. 7, for selected values ofd and
suction rate. It is noted in Fig. 7~a! that as the absolute value of
oscillation frequency increases, the absolute values of the initial
slope ofu1(h) andu2(h) increase. Also increase of suction rate

decreases the depth of the diffusion of temperature field rapidly,
and the effect ofd fades away. From Fig. 7~b!, the u1(h) and
2u2(h) functions and their depth of diffusion decrease with in-
creasing suction rate, also increase of oscillation frequency causes
u1(h) andu2(h) to decrease. Note from Figs. 6~b! and 7~b! that
high suction rate can be used to prevent high wall temperatures in
case of high heat transfer. Ford50, the results in Ref.@10# are
deduced from Figs. 7~a! and 7~b!.

Sample profiles of theu1(h) andu2(h) functions for wall tem-
perature and wall heat flux both varying with accelerating and
decelerating oscillatory functions of time at Re510 and Pr51 is
depicted in Fig. 8, for selected values ofg andd and zero suction.
In Fig. 8~a!, the thinning of the depth of the diffusion and increase
of the absolute value of the initial slope of theu~h! function with
increasingg is evident. In Fig. 8~b!, asg increases, both real and
imaginary parts ofu~h! and its depth of diffusion decrease in
absolute value. With the role of increasingg in both of these
Figures and considering the Eqs.~45! and~47!, it is found that the
wall coefficient of heat transfer increases with increasing value of
this parameter.

Sample profiles of theu1(h) andu2(h) functions for wall tem-
perature and wall heat flux varying with accelerating oscillatory
function of time are depicted in Fig. 9, for different values of
Prandtl numbers, Reynolds numbers and zero suction. From Fig.
9~a!, it is noted that as Prandtl number increases~Re510, Pr50.1,
1.0, 10! and Reynolds number increases~Pr51, Re51, 10, 100!,
the depth of diffusion of the temperature field decreases and the
absolute value of the initial slope of temperature meaning wall
coefficient of the heat transfer increases. In Fig. 9~b!, as Prandtl
number increases~Re510, Pr50.1, 1, 10! and Reynolds number
increases~Pr51, Re51, 10, 100!, both real and imaginary parts of
the u~h! function and its depth of diffusion decrease in absolute
value and, therefore, considering Eq.~47!, the wall coefficient of
heat transfer increases. So in cooling processes, higher Prandtl
number and Reynolds number fluids are preferred.

8 Conclusions
An exact solution of the Navier–Stokes equations and energy

equation is obtained for the problem of stagnation-point flow on a
circular cylinder with uniform normal transpiration rate. The for-
mulation of the problem, though, is for the more general case of
time-dependent transpiration rate. A general self-similar solution
is obtained when the cylinder has different forms of time-
dependent axial motions, wall temperature and wall heat flux in-
cluding: constant axial velocity, exponential axial velocity, pure

Fig. 9 Sample profiles of u1„h… and u2„h… for, „a… wall temperature, „b… wall heat flux, varying
with accelerating oscillatory function of time, for Re Ä1, 10, 100, and PrÄ0.1, 1.0, 10, and s
Ä0, and gÄ0.5, 1 and dÄ1
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harmonic movement, and both accelerating and decelerating os-
cillatory motion. Also, some sample semisimilar solutions for the
same problem have been presented when the circular cylinder is
moving with different types of time-dependent axial velocity.
Axial component of fluid velocity and surface axial shear stress on
the cylinder are obtained in all the above situations, and for dif-
ferent values of the Reynolds numbers and transpiration rates.
Absolute value of axial shear-stresses corresponding to all the
cases increases with increase of the Reynolds number and suction
rate. Also, the maximum value of shear-stress increases with in-
crease of oscillation frequency and accelerating and decelerating
parameter in the exponential amplitude function. In defined wall
temperature case, heat transfer coefficient increases with the in-
crease of Reynolds number, Prandtl number, oscillation frequency
and suction rate, whereas the depth of the diffusion of temperature
field decreases. In the case of defined wall heat flux, the wall
nondimensional temperature,u~1!, and its depth of diffusion de-
creases and heat transfer coefficient increases with increase of the
Reynolds number, Prandtl number, oscillation frequency and suc-
tion rate. So, increase of suction rate can be used as a means of
cooling the surface and increase of blowing rate can be used as a
means of heating the surface. It is shown that by providing blow-
ing on the surface of a cylinder, reduction of resistance against its
axial movement inside a fluid can be achieved. It is also shown
that a cylinder moving axially in an exponential manner is axially
stress-free for certain combinations of the Reynolds number, suc-
tion rate and rate of this exponential function. An interesting result
is also obtained showing that a cylinder with certain type of ex-
ponential wall temperature exposed to a temperature difference
has no heat transfer. The wall coefficient of heat transfer is found

to be independent of time, though, the temperature field is time-
dependent.
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An Active Flap Deployment
System for Blade–Disturbance
Interaction Alleviation
A new, actively deployable trailing edge flap system is introduced and an experimental
investigation is undertaken to determine its effects on the disturbances created during
blade–disturbance interactions (BDI), with blade–vortex interaction (BVI) alleviation
being the ultimate objective. Experimental tests were conducted using a two-dimensional
(2D) wind tunnel setup incorporating a pressure instrumented airfoil section with a de-
ployable 20% trailing edge flap and an upstream vortex generator to produce the distur-
bance. Results of this study showed that the disturbances, caused by BDI events, to the
pressure distribution over the airfoil occur mostly at the leading edge. Carefully synchro-
nized deployment of the trailing edge flap during BDI events resulted in a reduction of this
pressure disturbance. The aeroelastic response of the active flap was modeled via un-
steady linear theory and the model was validated experimentally. The aeroelastic model
shows good agreement with experimental results, which supports its use as a preliminary
design tool for the actuation parameters of the active flap system.
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Introduction
There are numerous sources of noise associated with rotorcraft.

However, the two most dominant of these sources are:~a! Due to
transonic effects, which produce high speed impulsive~HSI!
noise, and~b! due to blade–vortex interactions~BVI ! @1#. Blade–
vortex interaction noise typically occurs at slower flight speeds
when the rotorcraft is maneuvering or performing a landing. Since
this later often occurs in highly populated areas, it has become a
source of annoyance to the general public. Further, reducing the
noise levels produced during maneuvering has military signifi-
cance in minimizing rotorcraft detectability.

A well-known common feature of finite length lifting surfaces
is the formation of a tip vortex. In most aircraft configurations,
this vortex trails off into the wake and there is little interaction
with the aircraft. However, due to the geometry of rotor blades,
there is the potential for significant interaction between the wake
produced by one rotor blade and a rotor blade that subsequently
passes through it. Moreover, multiple interactions are possible as a
particular blade rotates through the entire azimuthal range. Fur-
ther, interactions occur on both the advancing and retreating sides
of the rotor disk and their corresponding aerodynamic natures are
inherently different.

The effective angle at which a particular vortex filament inter-
acts with a rotor blade varies greatly with radial distance and
azimuthal angle, but two limiting cases exist as shown in Fig. 1.
In the first, the vortex filament is perpendicular to the leading edge
of the rotor blade, and the overall nature of the flow is three-
dimensional and steady. The second case is for parallel interac-
tion, in which case the flow is two-dimensional and unsteady. In
terms of the intensity of noise produced by these interactions, the
parallel interaction is more severe@2#. It is for this reason that the
parallel interaction has received the most attention in the field of
BVI research and it is this limiting case which is studied in this
work.

Numerous studies have been carried out to examine the BVI

phenomena both analytically and experimentally. Probably one of
the earliest attempts to compute BVI noise is that of Widnall@2#
and Widnall and Martinez@3#. In this approach, Fourier trans-
forms were used to represent the vortex-induced velocity field as a
series of sinusoidal gusts. The formulation derived was able to
predict the far field noise generated and compared reasonably well
with experimental results.

Hardin and his associates have modeled the two-dimensional
BVI event using potential flow, incompressible Navier–Stokes,
and Euler codes@4–6#. The results from these computations were
more or less synthesized in a later report@7#, in which a formula-
tion was derived to provide an estimate for the sound generated by
a 2D BVI event. From an examination of this formula, various
concepts for reducing noise were proposed, including reducing
incoming vortex strength, reducing blade lift, reducing interaction
length, and increasing miss distance. Lee@8# numerically exam-
ined the effects that a porous leading edge has on the reduction of
noise and showed some potential for noise reduction, although the
results were purely analytical and the concept was not experimen-
tally tested.

A numerical study of the effects of leading and trailing edge
flaps was carried out by Hassan et al.@9# using a 2D full potential
code. Although the study did not include viscous effects such as
formation of secondary vortices, which may occur during a paral-
lel BVI event, the results indicate that for a subcritical case, a
trailing edge flap alone is adequate in attenuating noise. However,
for supercritical cases, it becomes necessary to use a leading edge
flap as well. Criticality here refers to the presence of supersonic
flow over the airfoil. In this latter case, the trailing edge flap
becomes less effective due to the presence of upper and lower
surface regions of supercritical flow which reduce the trailing
edge flap’s ability to alter the leading-edge pressure fluctuations.

Numerous experimental tests have also been conducted to ex-
amine both the general aerodynamics of the 2D and three-
dimensional~3D! BVI phenomena, as well as the effectiveness of
various means of noise reduction. Experiments on actual rotating
vmodels ~3D! have been performed by Lorber@10,11#, Spletts-
toesser et al.@12#, and Martin et al.@13#. These tests demonstrated
that the most dominant source regions of noise are at the azimuth
angles corresponding to parallel BVI interactions, with those oc-
curring on the advancing side to be the worst.

Static 2D experiments have also been conducted to examine
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more closely the effect of the BVI event on the pressure distribu-
tion over the blade. Low speed~i.e., subsonic, incompressible!
experiments have been carried out by Booth@14,15#, Booth and
Yu @16#, Straus et al.@17#, and Seath et al.@18#. These experi-
ments have demonstrated that the perturbations in the pressure
distribution over the airfoil due to BVI mainly occur at the leading
edge. High speed, transonic experiments were also conducted by
Lee and Bershader@19# and Kalkhoran et al.@20#. The results
again illustrate the leading edge nature of the BVI disturbance.

Various BVI noise attenuation concepts have also been experi-
mentally tested. In an attempt to reduce the strength of the inter-
acting vortex, various wing tip devices were examined by Smith
and Sigl@21#. While there was some vortex attenuation seen for
several of the tips, due to the passive nature of the devices, they
performed poorly at off-design conditions. A Higher Harmonic
Control ~HHC! approach, which pitched the entire rotor blade at a
specific azimuthal angle, was examined by Brooks et al.@22#.
Some noise reduction was observed; however, the HHC system
was heavy and complicated. Although theoretically HHC or re-
lated IBC ~individual blade control! systems can be set for arbi-
trary flight conditions by varying frequency content, amplitude
and phase, HHC has limitations on frequency content, since it
relies on fixed-frame actuation. Dawson and Straub@23# used a
cam-driven, impulsively moved flap to reduce BVI on a model
rotor. A trailing edge flap concept was tested by Marcolini et al.
@24# and Simonich et al.@25#, and demonstrated the potential of a
TEF in reducing noise. The present work is motivated partially by
the potential of a TEF to reduce BDI and ultimately BVI noise
and partially by its potential to reduce impulsive blade–wing
loads during blade–wing-disturbance interactions. A new TEF
concept is introduced with potential for higher efficiency, com-
pactness and versatility than previously introduced systems and its
effectiveness in pressure impulse reduction during BVI and BDI is
demonstrated. It should be noted that, as just mentioned, we are
examining the potential of a TEF to reduce the impulsive pressure
spikes on the blade surface during BVI and BDI. Reduction of
these pressure signatures is assumed to lead to noise reduction.
Although this is a reasonable conjecture, noise reduction is not
rigorously demonstrated here. Moreover, the introduction of a new
noise source associated with the TEF itself should be noted, that
could reduce the effectiveness of the TEF in overall noise reduc-
tion. More details on the present work can be found in Ref.@26#.

The Active Flap Deployment System
In simple terms, the principle of operation of the trailing edge

flap relies on the fact that the unsteady deployment of the flap
produces an unsteady pressure distribution that counteracts the
pressure fluctuations produced by the BDI. In addition to exam-
ining the aerodynamic potential of a trailing-edge flap in reducing
blade–disturbance and blade–vortex interaction, a second issue
must also be addressed: How will the flap be deployed? Due to
issues related to weight, center of gravity location, frequency re-
sponse, reliability, practical transfer of hydraulic fluid to the blade,
and to a lesser degree extremely confining space inside a typical
helicopter rotor blade as well as the highg-loadings, most con-
ventional means of actuation, such as hydraulics, can not be

readily employed. It is for this reason that some nonconventional
means of actuation have appeared in the literature. A common
theme in these proposals is the incorporation of different types of
induced-strain actuators based on such materials as piezoelectrics,
shape-memory alloys~SMA!, magnetostrictive solids, and magne-
torheological fluids, with piezoelectrics and SMAs being the most
popular. A piezoelectric, bimorph-based actuator was imple-
mented by Walz and Chopra@27# and tested in nonrotating experi-
ments. While flap deflection angles of up to 16° were reported, the
relatively weak loads provided by the piezoelectric material was a
major drawback in this approach. Shape memory alloys have the
potential of providing much more usable actuation force com-
pared to piezoelectrics, but are limited in frequency response. Cur-
rent maximum SMA frequency responses are on the order of 5 Hz,
which falls short of the deployment response needed for the TEF
which would be on the order of the rotor blade rotation rate, and
is generally significantly higher. Further, if SMA were employed
as direct actuators, their useful life would be shortened by the high
usage demand placed on them.

In order to overcome the frequency response problem and pro-
long the SMA life span, a flap actuation system was conceived
that combined conventional actuation with SMA-based actuator
parameter tuning. The concept has been called the Active Flap
Deployment System~AFDS! and is conceptually illustrated in
Fig. 2. The actual driving force for actuation is a set of springs,
which are unevenly pre-tensioned such that the equilibrium posi-
tion of the flap is at some deflected angledo . The flap is held at
its undeflected position by electromagnets until an actuation is
desired. A deployment is carried out by first turning off the elec-
tromagnets. When this occurs, the flap will begin an oscillatory
motion about the equilibrium position. By quickly re-energizing
the electromagnets when the flap has completed one oscillation,
the flap is again held at the undeflected position. In Fig. 3, the free
response of the AFDS is shown~not numerical, but actual experi-
mental results! for a case when the electromagnets are turned off
but not re-energized. As can be seen, the flap exhibits a damped
oscillation about an equilibrium angle of about 8°. Also shown is
a typical deployment case for which the electromagnets are used
to capture the flap and hold it at the undeflected position. The later
constitutes what would be a single deployment of the AFDS.

The AFDS is basically a mass-spring-damper system with a
forcing function resulting from the aerodynamic moment on the
flap. The differential equation of motion is:

I dd̈1Cdḋ1Kdd5M (1)

whereI d is the flap mass moment of inertia about the pivot axis,
Cd is the damping coefficient,Kd is the torsional stiffness, andM
is the aerodynamic moment. The flap angled is defined as positive
for upward trailing edge deflection and the dots represent differ-
entiation with respect to time. Thus, in order to achieve different

Fig. 1 The two limiting cases of blade–vortex interaction

Fig. 2 Schematic of the Active Flap Deployment System
concept
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deployment schedules, the various parameters in the equation of
motion can be modified. The mass moment of inertia can be al-
tered by incorporating a moving mass into the trailing edge flap.
By using SMA positioners to change the distance of this mass
from the flap pivot point, different values ofI d can be achieved.
The torsional spring constant can be changed by either varying the
moment arm of the springs, or, in an actual in-blade implementa-
tion of the system as discussed later, by using nonlinear springs or
SMA springs. These modifications can be made to tune the per-
formance of the system for changing flight conditions. Further, the
frequency of the modifications would be much less than the rota-
tional frequency of the rotor blade. Since the SMAs do not di-
rectly actuate the flap, but are only used to tune the response of
the system, their limited frequency response is overcome and their
useful life is extended.

The AFDS version illustrated in Fig. 2 represents the experi-
mental setup used in this work and is obviously not compact
enough to fit inside a blade. However, reconfiguring it into an
in-blade system can be achieved via good design, and is not a
matter of operation principle. To illustrate this point we offer a
possible system configuration such that it can be accommodated
inside a blade. The two schematics of Fig. 4 illustrate ways of
accommodating all means of parameter variation~stiffness, mo-

ment of inertia and amplitude of oscillation! inside the blade–flap.
The electromagnet/lever arm assembly was omitted in the second
schematic to avoid clutter. The torsional spring could be nonlin-
ear, which, combined with the linear SMA actuator, can result in
variation of the torsional stiffness. In the last sentence, ‘‘linear’’
refers to the mode of actuation~versus, for example, ‘‘torsional’’
SMA actuator!, and not the SMA thermomechanical behavior,
which is hysteretic and nonlinear. Another design would be to
fabricate the spring out of SMA~SMA springs are even readily
available in the market!. By varying the martensitic volume frac-
tion of the spring~for example through electrical heating of the
SMA! the stiffness can be varied all the way from that corre-
sponding to 100% martensite~material stiffness as low as 20 GPa!
to that corresponding to 100% austenite~material stiffness as high
as 80 GPa!; a factor of 4.

The linear SMA actuators–positioners can be made extremely
compact, with power densities~output power per unit volume!
significantly exceeding known existing actuators, by two orders of
magnitude in some cases. The high energy density, high transfor-
mation stress and strain of SMAs result in high actuator compact-
ness, force and stroke, respectively. Electrical heating and convec-
tion cooling of the SMAs, in turn, results in actuation frequencies
significantly higher than what SMAs have traditionally been
thought to be capable of~we have achieved actuation frequencies
as high as 20 Hz@28,29#!. However, for the specific application
discussed in this work, only low actuation frequencies are neces-
sary ~an order of magnitude smaller than 1 Hz!. Electrical power
will have to be routed from the fuselage to the blade through hub
sliprings. Another alternative has recently been developed@30#, in
which the chemical energy of fuel is used for the heating of the
SMA and could potentially result in a stand-alone actuator that
could be totally embedded in the blade~including the power
source!. Detailed discussions of SMA actuation issues, such as
SMA actuation curves, heating and cooling times of the SMA,
SMA fatigue life and actuator-load~fluid dynamics loading! inter-
action can be found in some of our SMA related work@28–32#.

A significant benefit of the AFDS, compared to other flap ac-
tuation means is explained below. Consider a different actuation
system for the flap, for example, a stepper motor that drives the
flap with the specified scheduled(t). First, one needs to deter-
mine what is the optimald(t) schedule that has the most effect in
reducing BDI–BVI. Once the schedule is determined it becomes
the input to the flap actuator controller. The objective of the con-
troller is to properly command the actuator so that the flap ex-
ecutes the specified scheduled(t). In the case of the stepper mo-
tor actuation system, there is no ‘‘aeroelastic problem.’’ The
controller commands the flap to perform exactly the schedule, and

Fig. 3 Free response of the AFDS system and a single deployment

Fig. 4 Schematics illustrate ways of accommodating all
means of parameter variation „stiffness, moment of inertia, and
amplitude of oscillation … inside the blade–flap
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the flap and its motion is not ‘‘allowed’’ to respond to its aerody-
namic loading. The system has no dynamics and no aeroelasticity
~assuming the flap itself is stiff! and is certainly simpler that the
AFDS presented in the manuscript. However, such a stepper mo-
tor actuation system is ‘‘oblivious’’ to the dynamics and aerody-
namics~loading! of the flap and rather than taking advantage of its
dynamics–aerodynamics, it uses brute force to command the flap
to the desired angle. One of the penalties this system pays is that,
exactly because it does not take advantage of the flap dynamics–
aerodynamics, it spends more energy than necessary and is thus
inefficient. On the other hand, the AFDS considers the flap dy-
namics and aerodynamics and takes advantage of them. The pen-
alty for that is that it is more complex and introduces an aeroelas-
tic problem that has to be solved in order to determine the AFDS
parameters, such as the system’s stifnesses, mass moments of in-
ertia, etc., in order to achieve the prescribed flap scheduled(t).
This is what the aeroelastic model described later does. Also, the
model uses insight, especially into the nature of Wagner’s function
fw(s), to perform an ‘‘order reduction’’ or an approximation of
engineering value of the original, computationally intensive
aeroelastic model, with only a small sacrifice in model accuracy
~code B!. It should be noted that the model discussed here will
ultimately have to take into account issues that arise in high Ma
numbers and are not considered here, such as flutter and shock
wave effects over the blade.

Experimental Facilities and Instrumentation
In order to study the aerodynamics of the two-dimensional

blade–disturbance interaction, a nonrotating experiment was con-
structed in the Texas A&M University Low Turbulence Wind Tun-
nel. This facility is an open circuit wind tunnel with a test section
of 0.46 m30.46 m and a contraction ratio of 20:1. The tests were
conducted at wind tunnel velocities ranging from 13 to 26 m/s,
which resulted in a Reynolds number range from 0.253106 to
0.53106 based on the chord of the main airfoil. A blockage cor-
rection factor was calculated from the method outlined in Rae and
Pope@33#. The freestream velocity measured by the pitot tube was
corrected to account for the flow acceleration due to the airfoil
blockage.

The layout of the experimental setup is shown in Fig. 5. A
NACA 0012 airfoil section with a chord of 18 was used to model
a section of a rotor blade. Housed within the airfoil was a Pressure
Systems ESP-32 electronic pressure scanner. This pressure scan-
ner has 32 differential pressure ports with a range of1/220 in.
H2O ~approximately1/25 kPa!. It was placed within the airfoil

section in order to minimize the tubing lengths running to the
airfoil surface and thus reduce any pressure lag and attenuation
errors in the system. For the tubing length and diameter used here,
and the measurement bandwidth of interest, these effects were
found to be negligible, based on the work in Ref.@34#. The
freestream static pressure was taken as the reference for all the
pressure ports. The chordwise locations of the pressure ports are
shown in Fig. 6. Integrated with the airfoil was a 20% chord
trailing edge flap. Due to the confining space and rotating nature
of the flap, it was not pressure instrumented.

A second NACA 0012 airfoil with a chord of 0.1 m was located
upstream of the main airfoil and was attached to a stepper motor.
This airfoil was used as a vortex generator to produce a simulated
vortex which would convect downstream and interact with the
main airfoil. Vortex generation by this airfoil was achieved by
rapid deployment with the stepper motor. Additionally, the vertical
position of the entire vortex generating assembly could be varied
from approximately 0.038 m below to 0.038 m above the leading
edge of the main airfoil, thus allowing for different miss distances
to be examined.

US Digital E2 Series Quick Assembly optical encoders were
attached to the trailing edge flap and the vortex generator to pro-
vide time histories of their angular deflections. These optical en-
coders were of the incremental type with 1024 pulses per revolu-
tion. Utilizing quadrature we increased the resolution to 4096
pulses per revolution, which, combined with the data-acquisition
system discussed later, resulted in an angular resolution and accu-
racy of 0.088°.

Control and data collection of the wind tunnel setup was carried

Fig. 5 Schematic of wind tunnel experiment test section setup

Fig. 6 Surface pressure port locations
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out using three computers as shown in Fig. 5. Computer A con-
tained a Computer Boards DIO-DAS08 Analog-to-Digital board
interfaced to the ESP-32 pressure scanner and was used to acquire
the surface pressure data on the main airfoil. The A/D board had
12-bit resolution. The pressure scanner used was calibrated during
data-acquisition, every one hour. A five-point calibration was per-
formed which accounted for transducer nonlinearities. The refer-
ence manometer used for calibration had an uncertainty of 0.005
Torr for the range of pressures used here. This combined with a
one-count A/D conversion uncertainty of the 12-bit A/D board,
yielded a pressure measurement ‘‘worst case’’ error of 0.03 Torr or
4 Pa. For the minimum and maximum freestream velocities tested
in this work (U513 m/s andU522.6 m/s, respectively!, this cor-
responds to a ‘‘worst case’’ error in the calculation of the pressure
coefficients of 0.04 and 0.013, respectively. On board counters–
timers were used to pace the data acquisition rate, which was set
to 500 scans/s. Each scan sampled all 32 pressure ports, which
was done at the fastest possible ESP sampling rate, i.e., 20 kHz.

Computer B was used to read the optical encoders. This was
done by utilizing two LS7166 encoder-to-microprocessor inter-
face chips obtained from US Digital. These chips contain 24-bit
up–down counters, which continually keep track of the optical
encoder outputs. By using a Computer Boards CIO-DIO24H Digi-
tal Input-Output board, the LS7166 chips were programmed and
read by Computer B to provide the angle histories of the trailing-
edge flap and the vortex generator motion.

Computer C was used to deploy both the trailing edge flap and
the vortex generator. Trailing edge flap deployments consisted of
rapidly switching the electromagnets off and then back on. This
was done by routing the power supply to the electromagnets
through a relay switch, which could be controlled by the parallel
port of Computer C. The vortex generator deployments were con-
trolled by interfacing the serial port to a Velmex NF90 stepper
motor controller. This piece of hardware allowed for direct control
of the stepper motor, which drove the vortex generator, thus al-
lowing for a variety of deployment schedules to be programmed.

Synchronization of all three computers was carried out through
their parallel ports. During a typical data acquisition run, Comput-
ers B and C were placed in a holding state, waiting for a trigger
signal from Computer A. When Computer A gave the trigger sig-
nal, it instantly started acquiring data from the pressure scanner.
‘‘Instantly’’ here means within a few microseconds, since such a
time delay is at least two orders of magnitude smaller than the
time scales of interest here~order of milliseconds!. When Com-
puter B received the trigger signal, it instantly started acquiring
data from the optical encoders. When Computer C received the
trigger signal, it carried out the deployments of the vortex genera-
tor and trailing edge flap.

Evaluation of the construction quality of the main airfoil sec-
tion was done by measuring the surface pressure for the simple

case of zero trailing-edge flap angle and no vortex generator de-
ployment. The resulting pressure distribution should be that for a
NACA 0012 at zero angle of attack, for which the actual pressure
distribution is well known as given in Abbott and Von Doenhoff
@35# or can be easily computed by a number of methods. The
resulting distribution is shown in Fig. 7 and shows that the experi-
mental data is in relatively good agreement with the expected
results. If one considers the pressure measurement uncertainty dis-
cussion above, one can conclude that the variations that do exist
are attributed to flaws in the construction of the airfoil section.

Aeroelastic Response of the Flap Using Unsteady Linear
Theory

It should be clarified that the objective of this section is not to
address the question: ‘‘How are the optimum flap deployment
schedules determined?’’ This is an extensive optimization problem
and beyond the scope of the present work. However, even after
the optimal deployment schedules are determined, the AFDS pa-
rameters will need to be determined in order to achieve these
deployment schedules, which is what the present theory–
formulation addresses. The fact that, in the experimental part of
the present work, the optimal flap deployment schedules for pres-
sure impulse alleviation were determined heuristically was due to
the fact that the experiments predated the development of the
aeroelastic model.

The formulation is presented here for the case of an airfoil with
one degree of freedom~pitch! in a uniform freestream. The for-
mulation is directly applicable to a flap, within the assumptions of
linear theory. The flap response is theoretically modeled in the
context of linear unsteady aerodynamic theory based on indicial
function concepts@36#. The formulation assumes that the problem
is governed by the linearized partial differential equations and
linearized boundary conditions.

Figure 8 defines the kinematic and dynamic quantities involved
in the analysis. The location of the pivot point has been assumed
general. The airfoil pitch angled(t) is governed by the equation

Fig. 7 Pressure distribution of experimental setup with no TEF or vortex generator deployment

Fig. 8 Parameter definition for the unsteady flap response
formulation

1010 Õ Vol. 126, NOVEMBER 2004 Transactions of the ASME

Downloaded 03 Jun 2010 to 171.66.16.153. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



of motion of the airfoil, i.e., Eq.~1!. The aerodynamic moment
M (t), or equivalentlyM (s), wheres is nondimensional time de-
fined ass5Ut/b ~whereb5c/2 is half of the airfoil chordlength!,
is derived from linearized unsteady theory, for arbitrary flap mo-
tion, by means of Duhamel’s superposition integral and the Wag-
ner indicial responsefw(s):

M ~s!5S 1

2
1ahD2prb2U2E

2`

s

fw~s2s!Fd8~s!1S 1

2

2ahD d9~s!Gds2ah
2prb2U2d8~s!2S 1

2

2ahDprb2U2d8~s!2
prb2U2

8
d9~s! (2)

where the terms in the second line are the noncirculatory compo-
nents accounting for fluid ‘‘apparent mass’’ effects. The circula-
tory terms involve the Wagner functionfw(s), which gives the
growth of circulation about the airfoil due to a sudden increase of
downwash. The exact form offw(s) is:

fw~s!512E
0

`

$~K0~t!2K1~t!!21p2~ I 0~t!

1I 1~t!!2%21e2tst22dt (3)

whereK0(t), K1(t); I 0(t), I 1(t) are modified Bessel functions
of the first and the second kind, respectively. Since the exact form
of Wagner’s function involves Bessel functions, it is tedious to
implement. Much simpler estimates to Wagner’s function have
been developed and these are often used in place of the exact
equation. Several of these estimates, as well as the exact form, can
be found in Fung@36#, from which the following is taken and is
accurate to within 2%:

fw~s!512A1 exp~2b1s!2A2 exp~2b2s! (4)

where A1 , A2 , b1 , b2 are constants@36#. A150.165, A2
50.335,b150.0455,b250.3.

The first approach taken to model the transient response of the
flap system was derived from that used by Lee and Desrochers
@37#. This approach uses Houbolt’s finite difference scheme@38#
to provide estimates for the first and second derivatives as a func-
tion of previous values of the primary function. Also, by using the
three-term approximation for Wagner’s function given above, a
recursion formula can be derived for the convolution integral in
Eq. ~2!. Incorporating these numerical techniques, the equations
become algebraic and can be solved at discrete time steps thus
providing a time marching solution for the response of the system.
This approach is referred to as CODE A.

In a different approach and in order to gain insight into the
relative significance of the terms~circulatory and noncirculatory!
that comprise the aerodynamic momentM, fw(s) was approxi-
mated with a constantfw(s)5F5const, 0.5,F,1.0. It should
be noted thatfw(s) varies between about 0.5 fors50 to 1 for
s→`. The convolution integral in Eq.~2! can then be analytically
evaluated and Eq.~1! reduces to that of a simple mass-spring-
damper free-oscillation system:

I modd̈1Cmodḋ1Kmodd50 (5)

where:

I mod5I d1S 1

8
1ah

2Dprb4

Cmod5Cd2S 1

4
2ah

2D2prb3UF1S 1

2
2ahDprb3U

Kmod5Kd2S 1

2
1ahD2prb2UF

A closed form solution for Eq.~5! is easily derived and the tran-
sient response can be readily determined. This approach is re-
ferred to as CODE B.

The effect of the choice for the values of the constantF in
CODE B is shown in Fig. 9. Within the first period, it can be seen
that the responses never vary by more than 10%, for the entire
range of possibleF’s. The curves slowly diverge which can be
attributed to the accumulated error differences resulting from the
constantF approximation. However, as it was discussed in the
‘‘Active Flap Deployment System’’ section and will be experi-
mentally demonstrated in the subsequent sections, the flap of the
AFDS only performs a single oscillation. At the end of the first
oscillation it is held by the electromagnets at its undeflected posi-
tion. Therefore our prediction interest is focusing on the first os-
cillation only, and thus this divergence, observed in Fig. 9 at later
oscillations, is of little predictive significance. It is noted here that
within a single blade revolution many BVI–BDI events could take
place, therefore, several such single flap oscillation deployments
may be required.

Comparison of the predicted responses from the two modeling
approaches~CODE A and CODE B! is shown in Fig. 10. This
figure shows that there is a relatively small difference between the
two codes~worst case discrepancy during the first oscillation does
not exceed 10%!. It should also be noted that only the first period
of the response is of interest for application to the AFDS. There-
fore, the growing disagreement of the two codes is of little con-
cern here.

Comparison of the two codes to experimental data taken from
the flutter apparatus described in Ref.@39# is show in Fig. 11. The
experimental parameters were: InertiaI 50.046 kgr-m2, spring
constantK56.86 N-m/rad, dampingC50.036 kg-m2/s. In the
first period of the response~which is of interest here! the maxi-
mum discrepancy is 15%. Thus, once the optimum deployment
schedules of the trailing edge flap for BDI or BVI reduction have
been determined, these codes~modified to account for compress-
ibility effects! can provide a reasonably accurate tool by which the
system parameters for the AFDS can be designed.

Results From the Distrurbance Alleviation Experiments
A typical time history of the vortex generator deployment is

shown in Fig. 12. Baseline noise is the result of generating a
holding torque by having the stepper motor continuously cycle
through61° steps around the zero-deflection position. This is also

Fig. 9 Comparison of CODE B results for different values of F
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the source of some of the baseline noise in the pressure distribu-
tions over the airfoil, as it will be seen shortly. In order to achieve
the highest possible reduced frequencies, allowed by our hard-
ware, the vortex generator was oscillated at the maximum rate that
the hardware permitted, for all of the test cases presented here.
This corresponded to a minimum duration of vortex generator
oscillation around 100 millis. Although the reduced frequency
could be increased by further reducing the freestream velocity,
this was avoided in order to ensure reasonable accuracy of the
pressure measurements. This resulted in disturbance reduced fre-
quencies varying from 0.05 to 0.1~depending on the freestream
velocity! based on the blade chord length.

The optimal flap deployment schedules for pressure impulse
alleviation were determined heuristically via an iterative process.
The design of the flap deployment schedules was guided by first
observing the magnitude and duration of the pressure impulses on

the airfoil caused by the disturbance coming from the upstream
vortex generator. Then, the actuation parameters of the AFDS
were adjusted so that the duration of the flap oscillation matched
that of the pressure impulses and the oscillation amplitude was
initially decided based on steady-state pressure distribution con-
siderations. For every iteration, the parameters we adjusted were
tension in the two springs, flap moment of inertia and timing of
the electromagnet actuation. In an on-board system, the former
two would be adjusted by linear actuation of the SMA positioners
shown in Fig. 2, while the latter would be adjusted the same way
as in the experiment, via electronic timing. Subsequent to each
parameter adjustment, the flap was actuated, the pressure data was
collected and was evaluated for pressure impulse attenuation.
This, in turn, guided an optimization of the flap actuation param-
eters for achieving the best possible pressure impulse alleviation.
In our experimental setup, the iterative optimization process took
on the order of a few hours, due to the fact that it was not auto-
mated; i.e., the parameter adjustments were performed manually
and in a heuristic/trial-and-error manner and every time a new
adjustment was made the pressure distribution was collected and
visually inspected for disturbance alleviation. For an in-flight sys-
tem, all these processes are envisioned to be automated and the
optimization process should take a few rotor revolutions.

Figure 13 shows the pressure signature generated by several
separate BDI events~three in each case!, for a single realization,
and their subsequent reduction achieved with deployment of the
AFDS. These plots represent the pressure histories at individual
ports on the airfoil surface and at several free stream values. It can
be seen that there is significant attenuation of the BVI pressure
impulses. These results serve to further validate the use of the
trailing edge flap approach towards BDI–BVI noise reduction and
illustrate the successfulness of the AFDS.

For each of the different conditions tested~freestream velocity
and vortex generator amplitude! an optimum flap deployment
schedule could be identified. An example of a typical deployment
is shown in Fig. 14. Although in the present work this was
achieved by manually modifying the AFDS dynamic parameters
~and thus modifying the deployment period and amplitude!, pa-
rameter variation principles such as those illustrated in Fig. 2 can
render the system fully self-adaptable in the future.

A more complete representation of the BDI events is shown in
Fig. 15. Here, the pressure histories for several ports~1, 2, 4, and
6 as indicated!, for a single realization, are shown for pure BDI
events with no AFDS deployment@Fig. 15~a!#, pure AFDS

Fig. 10 Comparison of results from two different codes

Fig. 11 Comparison of experimental and theoretical results for
the aerodynamic models

Fig. 12 Typical vortex generator deployment used in the
experiments
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deployment with no BDI events@Fig. 15~b!#, and the combination
of the two @Fig. 15~c!#. From these graphs the limitations of the
TEF approach can be seen. In the first of the graphs, the BDI
induced pressure spikes are observed predominantly in the leading
edge region. Conversely, the pressure impulses generated from the
AFDS deployment have a significant impact over the entire air-

foil. Thus, complete elimination of the BDI impulses over the
whole surface cannot be expected from the AFDS alone. How-
ever, significant alleviation of the disturbance signature can be
achieved in the leading-edge area. Trailing–leading edge flap
combinations could possibly provide higher flexibility in ‘‘shap-
ing’’ the pressure history over the majority of the blade surface.

Conclusions
Significant attenuation of BDI events has been shown to be

possible through the use of an Active Flap Deployment System
~AFDS!. An simple implementation of an innovative actuation
system for trailing edge flap deployment was successfully demon-
strated. The results of the current work are significant enough to
warrant continuing work on refining the design of the original
concept presented here.

While attenuation of the characteristic BDI pressure impulse
was achieved, it was also noted that complete cancellation of the
pressure fluctuations over the entire blade surface is not possible
by a TEF alone. This is due to the difference in the chordwise
changes in the BDI pressure distribution compared to those ob-
tainable by the trailing edge flap deployments. However, it is be-
lieved that the reduction in the BDI disturbances that was
achieved warrants continuing investigation of the TEF.

Two aerodynamic models of the AFDS were also developed.
Both show adequate agreement with experimental results~espe-
cially during the first period of oscillation! to justify their use as
prediction tools to aid in the refinement of the AFDS design. The
results of CODE B show that, for the Reynolds numbers tested,
the contribution of the circulatory aerodynamic terms is small.
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Fig. 13 Comparison of BDI pressure signatures with and
without AFDS deployment for „a… pressure port 2, UÄ13 mÕs „b…
pressure port 1, UÄ20 mÕs and „c… pressure port 1,
UÄ22.6 mÕs

Fig. 14 An example of a typical AFDS deployment schedule

Fig. 15 Pressure histories for UÄ22.6 mÕs and several ports
during: „a… During BDI interaction, „b… AFDS deployment, and
„c… combination of both
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The effects of elevated free-stream turbulence (FST) on natural and periodically excited
separation bubbles were examined experimentally at low Reynolds numbers. The bubble
was formed at the leading edge of a flat plate and the FST level was altered by placing a
grid across the flow at different locations upstream of the plate. The mixing across the
separated shear-layer increased due to the elevated FST and the two-dimensional peri-
odic excitation, flattening, and shortening the bubble. Periodic excitation at frequencies
that were at least an order of magnitude lower than the initial Kelvin–Helmholtz insta-
bility of the separated shear-layer were very effective at low FST. The fundamental exci-
tation frequency and its first harmonic were amplified above the bubble. High frequency
excitation~F1'3, based on the length of the natural low FST bubble that served as a
reference baseline) affected the flow near the leading edge of the bubble but it rapidly
decayed in the reattachment region. Lower frequencies~F1'1! were less effective and
they decayed at a slower rate downstream of reattachment. An increase in FST level
reduced the net effect of the periodic excitation on mixing enhancement and subsequent
reattachment process. This was probably due to a destructive interference between the
nominally 2D excitation and the random, in space and in time, FST. High FST is known
to reduce the spanwise coherence in free shear layers [e.g., Chandrasuda, C., Mehta, R.
D., Weir, A. D., and Bradshaw, P., 1978, ‘‘Effects of free-stream turbulence on large
structures in turbulent mixing layers,’’ J. Fluid Mech.,85, pp. 693–704] and therefore
also the effectiveness of the current control strategy, this not withstanding 2D periodic
excitation accelerated the reattachment process and the recovery rate of the attached
boundary layer, reducing its momentum loss.@DOI: 10.1115/1.1839933#

1 Introduction
Boundary layers are prone to separation when subjected to

strong, adverse pressure gradient, but separation may also occur
wherever the flow encounters large surface discontinuities. Lami-
nar flow is much more prone to separation than turbulent one and
sometimes laminar separation is followed by transition that leads
to reattachment of the turbulent flow. This is so because the lami-
nar shear layer is highly unstable and rolls-up into large~Kelvin–
Helmholz-type! vortices. At higher Reynolds numbers the shear
layer undergoes a ‘‘mixing transition,’’ that is associated with the
appearance of streamwise vortices and small scales that appear to
be random. The large eddies transport momentum and mass across
the mixing-layer, enhancing its entrainment capability that may
result in reattachment. The abovementioned sequence of separa-
tion and reattachment frequently occurs on airfoils and low-
pressure turbine blades at low Reynolds numbers~typically
smaller than 105 based on chord or presently on bubble length!. In
both applications, the bubble is not desirable because it increases
the drag and generates unsteady loads. If the bubble ‘‘bursts,’’ i.e.,
the separation is not followed by a turbulent reattachment, a cata-
strophic loss of performance takes place. Elevated free-stream tur-
bulence~FST!, resulting from multiple rows of rotor-stator stages
in turbomachinery, promotes earlier mixing transition in the shear
layer bounding the separation bubble, increasing mixing rate
across it and resulting in earlier reattachment@1–3#. However, in
most low Reynolds number applications, and in particular where

the surface discontinuity results in separation, the elevated FST
does not eliminate the bubble. Therefore, one may reduce the
losses and the unsteady loads by actively reducing the size of the
bubble through the introduction of periodic excitation.

Earlier investigations have shown that laminar, transitional and
turbulent separation bubbles can be very effectively controlled
~i.e., reduced in size! through the addition of nominal 2D periodic
perturbations provided the FST level is low@4–9#. This bubble
control method relies on successive generation of spanwise-
coherent structures that result in a small number~1–4! of trans-
verse vortices being present in the bubble shear layer at any in-
stance in time. The velocity perturbations associated with the
vortices amplify, and the vortices grow in size while propagating
downstream, enhancing mixing and accelerating reattachment
@6,7#. While an elevated FST@1–3# has a similar effect on the
bubble, the mechanism by which it is achieving the control over
the bubble is different. This difference is attributed to the wide
spectrum of scales and different orientation of eddies that are
associated with the elevated FST. It was therefore decided to su-
perimpose controlled but elevated FST on periodically excited,
plane bubble flow while keeping both inputs properly controlled
and documented. Past experience of periodic excitation or ‘‘Ac-
tive Flow Control’’ ~AFC! of fully turbulent mixing-layers@5–11#
in the absence of elevated FST served as a basis for the present
investigation. A feasibility study was carried out by Bachar, Ash-
pis and Wygnanski,~APS/DFD meeting, November 1998! in
which active separation control was shown not to be hindered by
the presence of elevated FST, gave another impetus for the present
investigation.

The current tests are carried out on a large, transitional~at low
FST! or turbulent~at larger FST! separation bubble that is situated
near an elliptical leading edge of a long flat-plate. As a result of
the leading edge shape, the separation location is not fixed, as it is
also variable on low Re airfoils andnot as it was in several in-
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vestigations~i.e., flow over sharp corners@1,2# or turbulent flow
over a flat plate@3#!. Active Flow Control, using nominally 2D
periodic acoustic excitation~termed AFC for the reminder of this
manuscript! reduced the mean size of the bubble. The FST was
then increased from 0.4% to 11% by placing a grid upstream of
the test plate’s leading edge. The spectral content of the oscilla-
tions in the free-stream and in the separated shear layer, were
documented in the presence and in the absence of AFC. The effect
of the elevated FST on the modification of the separated shear
layer that was already affected by the periodic excitation was
documented as well. Additional measurements included surface
pressure distributions as well as mean and fluctuating velocity
profiles.

2 Experiment Setup

2.1 Description of the Apparatus. A transitional separation
bubble was formed on a flat plate due to a combination of its
inclination and flow bleed out of the opposite tunnel sidewall. The
test plate was mounted vertically@as shown in Fig. 1~a!# in the
914 mm ~height! by 609 mm~width! and 6000 mm~long!, test
section of the low speed, closed-circuit wind tunnel at Tel-Aviv
University. The plate dimensions were, length:L f51300 mm,
height:W5849 mm, and thickness of 20 mm. The plate had a 1:4
elliptic leading edge.

The plate trailing edge was hinged to allow a limited variation
in incidence~a! relative to the oncoming flow. The opposite side-
wall of the wind tunnel was replaced by adjustable vertical lou-
vers. The combination of adjustable louvers and the variation in
the plate incidence was intended to cause divergence of the mean
streamlines near the plate leading edge, and thus induce a control-
lable size of a separation bubble. The louvers were not essential

for the mere purpose of controlling the bubble size, they also
enabled convenient access for boundary layer traverses. The dis-
tance between the plate and the nearby tunnel wall was sufficient
to bleed that wall’s boundary layer through a special slot that was
located farther downstream.

For all experiments reported herein, the plate incidence angle
was fixed at 4 deg, the free-stream reference velocity was main-
tained at 5 m/s65% and the vertical louvers were equally spaced
resulting in solidity of 50% of the wind tunnel wall opposite to the
test surface. The openings between the vertical louvers also al-
lowed an external hot-wire traverse to reach the test area.

The plate was equipped with 27 pressure taps placed along the
mid-span. The pressure taps were connected to a sensitive, fast
responding, multichannel pressure scanner having a range of620
mm water, full scale. A single velocity component hot-wire an-
emometer was used for detailed boundary layer measurements
above the plate surface. The initial distance of the hot wire from
the plate was 0.560.5 mm. A 0.05 mm thick tape was glued to the
plate in order to avoid an accidental contact with the hot-wire and
also reduce the heat transfer to the wall. The uncertainty in the
velocity measurements was 2% while the uncertainty in the mea-
sured pressures was 1% of the full scale or 0.2 mm water.

A two-dimensional excitation slot of 25 mm width that spanned
the height of the test section was located on the wind tunnel wall,
50 mm upstream of the plate leading edge@see Figs. 1~a! and
1~b!#. Periodic excitation was generated by six acoustic drivers
mounted onto a sealed box located outside the tunnel wall. The
distance between the excitation slot and the plate leading edge
was 130 mm. The acoustic drivers were activated by a function
generator through a power amplifier.

2.2 Generation and Documentation of the Free-Stream
Turbulence „FST…. Elevated free stream turbulence was gener-
ated by placing an accurately machined metal grid@Fig. 1~c!#,
made of 5 mm thick/Aluminum plate, at various upstream dis-
tances from the plate leading edge@Figs. 1~a! and 1~b!#. The in-
flow conditions for each test were measured and defined for the
baseline~without grid! and for three additional locations of the
metal grid: 1500 mm, 600 mm, 300 mm upstream of the plate’s
leading edge. Inflow turbulence levels~based on the fluctuating,
streamwise velocity component! measured 100 mm upstream of
the plate leading edge, in the center of the test section are pre-
sented in Table 1, for the free-stream reference velocity of 5 m/s.
Also shown are the streamwise integral length scales, calculated
from the autocorrelation function~integrated from unity to the
first zero crossing! by assuming a convection velocity that is equal
to the free stream forLx.

The decay rate of the streamwise turbulence level measured at
x52100 mm, with the grid positioned at increasing distance up-
stream of the plate LE are shown in Fig. 2. The data suggests that
the decay rate of the power spectral density is linear with distance,
in agreement with published data for grid generated turbulence
@12#. The spatial variations of the turbulence levels in theY–Z
plane atx52100 mm were also measured and the variation were
less than62.5% with the exception of the base flow that was
approximately 3 times higher. The power spectra of the FST mea-
sured at the above location are presented in Fig. 3. The spectra
measured with the grid being present, are typical to turbulence
spectra in low speed, grid generated turbulence. For FST.4%,

Fig. 1 „a… Top view of the experimental set-up. All dimensions
in mm. „b… Side view of the experimental set-up. „c… A typical
cell of the turbulence generating gri

Table 1 Turbulence levels and integral length scales in the
streamwise „Lx … and spanwise „Lz … directions for different tur-
bulence generating grid locations

Grid x @mm# Tu @%# Lx @mm# Lz @mm#

No grid 0.467.5%
21500 1.962.5% 20 14
2600 4.262.5% 12 7
2300 11.062.5% 8 4
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one may observe an inertial subrange spanning at least one decade
of the midrange wave numbers~corresponding to frequencies be-
tween 80 Hz and 800 Hz!. At higher frequencies the negative
slope of the power spectrum increases, indicating the effects of
dissipation, while at lower frequencies the slope approaches zero.
The absence of peaks in these spectra suggest that the turbulence
generated by these grids is reasonably homogeneous although its
integral scale increases in the direction of streaming as it always
does in such cases. One may therefore assume that this turbulence
is also reasonably isotropic in spite of the fact only one velocity
component was measured.

Two point spanwise cross correlations,Ruu(Dz), and the auto-
correlationRuu(Dt), are plotted in@Figs. 4~a! and 4~b!, respec-
tively#. TheRuu(Dz) correlations decay with increasingDz reach-
ing a plateau withinDz,25 mm for all the cases corresponding to
the grid cell size. The autocorrelationsRuu(Dt) measured at 20,
50, and 140 cm downstream of the grid~and 10 cm upstream of
the plate’s leading edge! intercept theDt axis atDt '7, 11, 18
ms, respectively.

The integral scales cited in Table 1 were calculated from the
integral of the correlation coefficients from unity to the zero cross-
ing ~or extrapolated to it!. The free stream velocity was used to

convert the temporal to spatial integral scale. Both sets of corre-
lations suggest that the integral scales increase linearly with in-
creasing distance from the turbulence-generating grid.

The power spectra of theu8 component of velocity measured
20 mm downstream of the leading edge and inside the mixing
layer bounding the bubble are shown in Fig. 5. The presence of
the grid not only increased the turbulence level thus elevating the
power spectrum but it also eliminated the spectral peaks observed
in its absence. These spectral peaks are associated with the rollup
of the large eddies that are generated by the Kelvin–Helmholtz
instability mechanism. Since the size of the bubble was affected
by the presence of the grid, the disappearance of the spectral
peaks at FST51.9% and higher may be attributed in part to
the change in the location of the probe relative to the dividing
streamline.

Fig. 2 The effect of grid position on normalized turbulence
levels, measured 100 mm upstream of the plate LE. M
Ä25 mm, rectangular grid and bars. Here x is the distance be-
tween the grid and the measurement location

Fig. 3 The effect of grid position „determining the FST level …

on FST turbulence spectra, measured 100 mm upstream of the
plate LE. MÄ25 mm, rectangular grid, rectangular bars. Data
was acquired at zÄ0 and yÄ100 mm

Fig. 4 „a… The effect of grid position „determining FST level …

on turbulent scales using two wire correlations. Note that the
initial spanwise separation between the hot-wire centers was
about 3 mm while each HW was about 2 mm wide. „b… The effect
of grid position „determining FST level … on streamwise turbu-
lent scales
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2.3 Introduction of Periodic Excitation. The objective of
the present study was to identify the effects of the two-
dimensional excitation on the characteristics of the separation
bubble in the presence of elevated FST. The excitation method
consisted of an acoustic disturbance that was introduced from a
slot in the tunnel wall@Figs. 1~a! and 1~b!#. This method of ac-
tuation relies on acoustic receptivity of the leading edge to the
excitation emanating from the tunnel wall upstream of the test
plate. Six 40-W acoustic drivers connected to a single cavity were
used to introduce the periodic perturbations through the slot. The
following method for quantifying the nondimensional periodic ad-
dition of momentum~momentum coefficient!, Cm was used in
order to be consistent with the well-known excitation method, in
which an oscillatory jet emanates from a slot on the test surface
~see@13#, and references therein!. In the latter case, the following
definition was used@14#

Cm5
2h

L S ū j

Ui
D 2

, (2.1)

whereuj
2 was the mean square of the slot velocity perturbation

andUi was the undisturbed, free-stream velocity,L is a reference
length scale, andh is the slot width. When excitation emanated
from the slot in the wind-tunnel wall, the boundary layer response
close to the test plate leading edge was quantified by integrating
the oscillatory momentum coefficient defined as

Cm5
1

1/2Ui
2L

•E
0

`

^u8&2dy, (2.2)

where^u8& was the phase locked fluctuating component of veloc-
ity measured near the plate leading edge. Unless otherwise stated,
the characteristic length scale (L[Lb) is the length of the base-
line bubble in the absence of the grid at low FST. Although in-
trinsic differences exist between the two methods of actuation, we
regarded their net effect on the flow by considering the total co-
herent fluctuating momentum across the boundary layer. An ex-
ample illustrating the validity of this calibration method was pro-
vided in @10# ~and in the Ph.D. thesis by Nishri!, who compared
the effects of excitation provided by an acoustic driver located in
a cavity and emanating from a slot to an excitation generated by a
vibrating ribbon on the surface. It was concluded that for the same
levels of fluctuation at identical frequencies, the effects on the
flow were also identical.

Amplitude calibration was performed by scanning the flow
without the turbulence generating grid, using a hot wire placed at
x522 mm from the leading edge~up stream! and integrating the
amplitude of the ensemble averaged fluctuations^u8& . The in-

tegration limit was taken asy5100 mm, where the amplitudes
reached an asymptotic limit with a reasonable accuracy. The re-
ceptivity of the plate LE flow to the excitation emanating from the
slot in the tunnel wall was very high. The fluctuation levels of
frequencies considered~25 Hz and 80 Hz! decayed with the dis-
tance from the slot in the tunnel wall to a similar low value and
achieved a plateau around 100 mm from the test plate. A flat
frequency response of the excitation was achieved by adjusting
the excitation voltage at different frequencies to obtain the
sameCm.

Before attempting to quantify the effects of elevated FST on the
effectiveness of AFC in controlling a separation bubble, one needs
to consider the possibility that FST interacts with the excitation
and alters its magnitude or spanwise coherence near the LE. To
evaluate this effect, amplitude calibrations were repeated at two
FST levels (Tu'0.4% and 3.0%! and at two frequencies,F
525 Hz andF580 Hz. These were the frequencies used through-
out the reported investigation. It was found that the mean veloci-
ties measured 2 mm upstream of the LE, increased due to the
presence of the elevated FST~both data sets were acquired with
AFC activated!, corresponding to the reduction of the LE Cp. The
RMS values of the velocity fluctuation and more specifically the
velocity fluctuations at the excitation frequency increased as well.
This indicates that the excitation emanating from the slot in the
side-wall of the tunnel and penetrating into the leading edge
bubble scales with the external mean velocity and it is not signifi-
cantly altered by the presence of elevated FST~as will also be
discussed later with respect to the data of Fig. 13!. This finding
eliminates the possibility that the effectiveness of the AFC was
reduced as the FST level was increased because the magnitude of
the separated shear layer excitation has diminished. The FST ef-
fect on the spanwise coherence of the excitation will be discussed
in detail in Sec. 3.3, but it could be stated that it also did not
deteriorate in the vicinity of the leading edge, due to elevated FST.
The tunnel free-stream reference velocity was 5 m/s for all re-
ported experiments.

3 Discussion of Results

3.1 Overview. Several indicators were used to characterize
the bubble and the effects of the FST and AFC on it. The bubble
height was characterized byY1/2, the distance in the wall normal
direction in which the mean velocity was 50% of the velocity at
the outer edge of the boundary layer. Mean static wall pressures
provided another indicator for some bubble characteristics. The
variation in the mean reattachment location was established from
the x location where the second derivative of the wall pressure
(d2Cp/dx2) was equal to zero, while the mean pressure inside the
bubble is an indicator for the curvature of the reattaching stream-
line. The skin friction, Cf , downstream of reattachment was
evaluated from the mean velocity profiles assuming the universal-
ity of the ‘‘law of the wall,’’ although the validity of this approach
was not tested. Another possible indication for reattachment is the
x location in which the fluctuating part of the wall pressures
reached a maximum@15,16#. This indication provides a reliable
criterion for flow reattachment in uncontrolled flow, but was not
used presently for the controlled flow due to the inadequate fre-
quency response and additional flow related complications, such
as an observed secondary peak in the wall pressure fluctuations
related to the maximum amplitude of the periodic excitation
above the bubble. The boundary layer recovery rate downstream
of reattachment was evaluated using the boundary layer shape
factor and the effects of FST and AFC on the total drag was
estimated from the boundary layer momentum thickness. A mea-
sure of the boundary layer unsteadiness is provided by the varia-
tion of the maximum RMS values of the normalized fluctuating
boundary layer velocity (umax8 /Umax) in the streamwise direc-
tion, x.

3.2 The Effects of the FST on the Uncontrolled Bubble.
Although the flow in the separated shear layer is extremely un-

Fig. 5 The effect of elevated FST on velocity spectra inside the
separated shear layer close to the plate LE „xÄ10 mm …. Ue is
the local free stream velocity
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stable with a critical Re'50 ~based on the initial momentum
thickness of the mixing layer and the velocity difference across it
@17# and probably undergoes natural transition soon thereafter, the
superposition of the grid turbulence elevated the turbulence level
in this shear layer by an order of magnitude. This is particularly
evident at scales that are commensurate with the integral scales of
the grid near the plate leading edge~i.e., frequencies between 50
Hz and 350 Hz in Fig. 5!. The grid generated turbulence also
interferes with the eddies associated with the Kelvin–Helmholtz
instability, eliminating the presence of the peaks in the spectra
shown in Fig. 5 when the FST was 0.4%. The added FST did not
have a pronounced effect on the mean separated flow near the LE,
as indicated by the indifference ofY1/2 at x,100 mm to the FST
~Fig. 7!, but the reattachment process was accelerated. Conse-
quently, the earlier reattachment increased the curvature of the
separating streamline and accelerated the flow around the LE, as
seen in the pressure distributions of Fig. 6. It is therefore specu-
lated that vortical structures associated with the FST increased the
mixing across the shear layer accelerating reattachment. The ef-
fect of the elevated FST on the MeanCp’ s could be seen in Fig.
6. Even though theCp next to the LE became more negative, the
pressure recovery is faster becausedCp/dx has also increased at
higher levels of FST.

The boundary of the bubble, as deduced fromY1/2 ~the y loca-
tion at which the mean velocity is equal to 50% of the external
velocity!, is plotted in Fig. 7. It shows that close to the LE,Y1/2
was not affected by the FST, but farther downstreamY1/2 was
reduced by the increased FST level. The maximum bubble height
was reduced by about 10% for FST'11%, while near the end of
the measurement domain the reduction inY1/2 was more signifi-
cant. The spreading rate of the separated shear layer, as indicated
by the vorticity thickness, increased from 0.175 corresponding to
FST50.4% to 0.20, 0.236, and 0.242, for FST of 1.9%, 4.2%, and
11%, respectively. This is in agreement with the data of@18#.

The reattachment location~as evaluated from the location of
d2Cp/dx2'X0) @16# is plotted in Fig. 8 for the range of FST
used in the present experiment. Increased FST, in the absence of
periodic excitation, reduced the size of the bubble fromXr
5260 at FST50.4% to Xr5170 at FST511%. Also plotted on
this figure the results of periodic excitation for the four FST levels
considered, but these will be discussed later.

The change in the shape factor of the boundary layer down-
stream of the bubble reattachment region@Fig. 9~a!# provides an
indication of the rate at which the boundary layer approaches
equilibrium, while its value is an indicator for the possible reoc-
currence of separation. It may be noticed that an increase in the
FST reduces the shape factor,H. This was accompanied by a

reduction in dH/dx, that is indicative of the tendency toward
equilibrium. The final value ofH at the furthest downstreamx
station that was measured is about 2.0 forTu'0.4% while it is
about 1.7 forTu'11%. These values are still higher thanH
'1.4 that is expected for an equilibrium turbulent boundary layer
at zero pressure-gradient.~Note that the pressure gradient is small
at x.375 mm, Fig. 6.!

The boundary layer momentum thickness downstream of reat-
tachment is plotted in Fig. 9~b!. This parameter is used to evaluate
the total drag experienced by the flow due to the presence of the
bubble and the skin friction downstream of reattachment to the
end of the measurement domain. It was found that the elevated
FST increased the momentum loss downstream of reattachment
due to increasedCf .

3.3 The Combined Effect of FST and AFC. The AFC had
a pronounced effect on the pressure distribution close to the LE at
low FST, the suction peak increased as did the pressure recovery
rate further downstream. High frequency excitation was more ef-
fective in increasing the suction than low frequencies at all FST
levels. The optimal reduced frequency,F1, is in agreement with
the findings of Sigordson@8# who investigated the flow on a blunt
faced cylinder with acoustic excitation emanating from the up-
stream corners and found out that the optimal reduced frequency
is F153. ~Note that we are rescaling the results of@8# according

Fig. 6 The effect of FST level on mean wall pressures. No AFC

Fig. 7 The effect of FST level on Y1Õ2 „the wall normal direction
in which the local mean velocity is half the external velocity ….
No AFC

Fig. 8 The reattachment distance, based on the inflection
point in the Cp distributions for the baseline and for the con-
trolled bubbles
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to our following definition of F1, to be based on the bubble
length and free stream velocity.! The reduced frequency,F1

5 f Lb /Ue , used presently is proportional to the ratio of the
bubble length in the absence of the grid (Lb5250 mm) to the
excited wavelength. Since the length of the bubble was altered by
both FST and AFC, the actual frequencies~i.e., 25 Hz and 80 Hz!
are mentioned throughout the paper rather than the reduced fre-
quencies. The growth-rate of the separated shear layer vorticity-
thickness, has increased by 34% and 50%~relative to its unper-
turbed value of 0.175 at FST50.4%! as a consequence of the
excitation at 25 Hz and 80 Hz, respectively. The effect of intro-
ducing the AFC on the reattachment distance decreased with in-
creasing FST~Fig. 8!. FST shortened the bubble from 255 mm at
FST50.4% to 165 mm at FST511% in the absence of external
excitation, and thus the introduction of AFC can not reduce the
bubble as much at high FST as it does at low FST. Increasing the
level of FST also increased the deviation ofDCp from its refer-
ence measured in absence of the grid~FST50.4%!, reducing
again the potential for improvement by AFC@Fig. 10~a!#. Con-
trolled DCp distributions~from which theF50 Cp of Fig. 6 for
the same FST levels were subtracted! at F525 Hz and F
580 Hz are presented in Figs. 10~b! and 10~c!, respectively, in
order to evaluate thenet effectof the AFC. The excitation momen-
tum coefficient for both frequencies was 1.2531024625%, re-
gardless of the FST level. The AFC accelerated the flow close to
the LE and increased the pressure recovery rate further down-
stream. Excitation atF580 Hz was clearly more effective at all
FST values. TheCp variations due to the application of AFC were

large and the pressure recovery was initiated at smaller distances,
x. As the level of the FST increased from 0.4% to 11.0%, the
uncontrolled bubble length decreased as well@Figs. 8, 10~b!–
10~c!#. The net effect of AFC seems to have been overwhelmed by
FST that exceeded 4.2%. Nevertheless, the excitation frequency

Fig. 9 „a… The effect of FST level on H „the boundary layer
shape factor … downstream of reattachment. „b… The effect of
FST level on u „the boundary layer momentum thickness …

downstream of reattachment

Fig. 10 „a… The effect of FST level on uncontrolled „no AFC …

mean wall Cp deviations from the Cp of FSTÄ0.4% „of Fig. 4 …

when the flow was uncontrolled. „b… The effect of FST level on
controlled „AFC activated … mean wall Cp deviations from the
uncontrolled Cp „of Fig. 4 … when the flow was excited at F¿
É1 „FÄ25 Hz…. „c… The effect of FST level on controlled „AFC
activated … mean wall Cp deviations from the uncontrolled Cp
„of Fig. 4 … when the flow was excited at F¿É3 „FÄ80 Hz…
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plays an important role since atF580 Hz theDCp is larger than
that corresponding toF525 Hz regardless of the FST level@Figs.
10~b! and 10~c!#.

Figures 11~a!–11~c! present the combined effects of FST and
AFC on Y1/2. This parameter is indicative of the height of the
bubble above the surface. The sole effect of increasing the FST
level could be evaluated from Fig. 11~a!. Note that Fig. 11~a!
presents thedifferencebetween theY1/2 measured at low FST and
that measured at higher FST levels in the absence of AFC. The
bubble height increases very rapidly close to the LE, regardless of
the FST. TheY1/2 of the bubble at FST of 0.4% reaches about 43
mm at x5230 mm ~see Fig. 7!. The bubble height was slightly
increased and the location of its maximum height moved upstream
when FST'1.9% ~Fig. 7!. The maximum bubble height was de-
creased to 41 mm and 37 mm, respectively, for FST levels of

4.2% and 11.0%, while thex location of the maximum height was
decreased from 230 mm to 190 mm and 180 mm, respectively.
Note that there is a gradual decrease in the bubble height as the
FST level increases and that for FST'11% it monotonically de-
creases for allx stations@Fig. 11~a!#.

The DY1/2 for the controlled bubbles are presented in Figs.
11~b! and 11~c! for F525 Hz andF580 Hz, respectively. The
data forY1/2 of F50 ~Fig. 7! were subtracted from the controlled
Y1/2 data~for each imposed FST! to help identify the clear trends
of the AFC, as the level of FST was increased. The most notice-
able effect of AFC onY1/2 is at F580 Hz and FST'0.4%. El-
evated FST combined with AFC reduces the bubble height, but it
is not capable of eliminating it altogether~Figs. 7 and 8!. AFC has
a very strong effect in reducing the bubble height, but this effect
diminished as the FST level was increased@Figs. 11~b! and 11~c!#.
FST alone had a similar but weaker effect onDY1/2 @compare Fig.
11~a! to Figs. 11~b! and 11~c!#. It was found thatF580 Hz @Fig.
11~c!# had a stronger effect on reducingY1/2 closer to the leading
edge thanF525 Hz did@Fig. 11~b!#, however the lower frequency
was more effective at large distances and at elevated FST. At low
FST, AFC reduced the bubble height by more than 75%, while the
AFC effect persisted at increased FST levels but the magnitude of
the effect diminished. At largex stations (x.275 mm) and large
FST levels~4% and 11%!, F525 Hz was more effective thanF
580 Hz.

A comparison of the reattachment location indicator~i.e., based
on the inflection point inCp @16#! is presented in Fig. 8. The net
effect of the FST withF50 provides a reduction inx location of
reattachment, fromXr5260 at FST50.4% to Xr5170 at FST
511%. The data further indicates that the reattachment location
was reduced fromx'260 mm in the uncontrolled flow tox
'150 mm by F525 Hz excitation and tox'60 mm by F
580 Hz excitation. The relative reduction in reattachment loca-
tion due to AFC decreased as the FST level was increased and
excitation atF580 Hz was more effective thanF525 Hz, how-
ever, theF580 Hz excitation was also more sensitive to the FST
level. There was qualitative agreement between several methods
of identifying reattachment also at elevated FST levels. According
to the Cp inflection point criterion, reattachment location forF
580 Hz and FST'0.4% wasx'70 mm and it was shifted down-
stream tox'100 mm for higher FST levels~Fig. 8!. At low FST,
the location of the maximum wall pressure fluctuations roughly
coincides with the location of theCp inflection point. However
with AFC activated, the uncertainty in using the maximum of
Cprms as an indication for reattachment became large, since there
were more than oneCprms peaks observed in the streamwise
Cprms distributions and the frequency response of the pressure
scanning system was no longer flat even between 25 Hz and 80
Hz.

The recovery rate of the boundary layer downstream of reat-
tachment can be evaluated from the rate at which the shape factor
approaches an equilibrium value~i.e., H5constant!. It was found
@Fig. 9~a! for uncontrolled flow and Figs. 12~a! and 12~b! for
FST50.4% and FST511%, respectively# that as the FST level
was increased,H was reduced and theH recovery rate was re-
laxed, due to the smaller difference to equilibrium flow. AFC had
also a strong effect in reducingH, and the minimumH of about
1.5 was obtained for both excitation frequencies at FST of 0.4%
@Fig. 12~a!#. As the FST level was increased@Fig. 12~b!#, AFC
became less effective in reducingH, where againF580 Hz was
more sensitive to the FST level. Excitation withF525 Hz proved
to be more effective at large distances from the leading edge than
F580 Hz and therefore should be more effective in reducing the
probability that the flow will separate again downstream of the
bubble, if an adverse pressure gradient will be encountered.

The boundary layer momentum thickness may serve as an in-
dicator for the total drag coefficient from the LE to thex location
of the measurement in the absence of pressure gradient. It was
noticed @Fig. 9~b!# that elevated FST increased the momentum
loss, presumably due to a change in pressure gradient and an

Fig. 11 „a… The effect of FST level on uncontrolled „no AFC …

Y1Õ2 „referenced … to the Y1Õ2 of the TuÄ0.4% data „of Fig. 7 …. „b…
The effect of FST level on controlled „AFC activated … Y1Õ2 devia-
tions from the uncontrolled Y1Õ2 „shown in Fig. 7 … using F¿É1
„25 Hz…. „c… The effect of FST level on controlled „using F
Ä80 Hz… Y1Õ2 deviations from the uncontrolled Y1Õ2 „of Fig. 7 …

using F¿É3 „80 Hz…
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increasedCf downstream of reattachment. AFC reduced the mo-
mentum loss, presumably due to a reduction in the bubble size and
by affecting theCp, distribution thus reducing the form-drag. As
the FST level was increased, the relative reduction in the momen-
tum thickness diminished, in agreement with previous observa-
tions, with the largest reduction in effectiveness noted between
FST of 0.4% and FST of 1.9%.F580 Hz was again more sensi-
tive thanF525 Hz to elevated FST levels.

One of the benefits of using AFC for controlling the separation
bubble is generating a steadier flow downstream of reattachment.
An indication of this effect was found when the maximum bound-
ary layer turbulence level vsx was evaluated@19#. At low FST and
small x stations~i.e., where there was a significant reverse flow!,
the AFC increased the turbulence level. This was expected be-
cause the separated shear layer amplified the excitation~as will be
shown in Fig. 13 and discussed in the context of that data!. Fur-
thermore, the shear layer is closer to the surface and thus pressure
fluctuations will increase even if the coherent structures are not
changed. The boundary layer turbulence level peaked at the reat-
tachment region and decayed to below the maximum FST level of
the uncontrolled flow downstream of reattachment. Excitation at
F580 Hz was more effective than excitation atF525 Hz in re-
ducing the maximum boundary layer turbulence level, but the
difference between the two frequencies~and between those and
the uncontrolled flow! diminished as the FST level was increased.

The magnitude of the squared streamwise velocity fluctuation
associated with the fundamental excitation frequency (uF) and its
harmonic (u2F) were integrated across the boundary layer in the
form I nF[*0

dunF
2 dy and are presented in Figs. 13~a! and 13~b!.

The boundary layer thickness isd andn51 marks the fundamen-
tal andn52 its harmonic. These parameters are evaluated since

they might be considered as the cause for the effectiveness of the
entire AFC method. Atx510 mm the intensity of the fundamental
excitation frequencies~Fig. 13! was similar, regardless of the fre-
quency of excitation or the FST level. Both frequencies were am-
plified up tox'40 mm and FST,11%. Elevated FST reduced the
amplification rates~most notably those ofF580 Hz at FST54%
and 11%!. This observation can partially explain the reduction in
the effectiveness of the AFC at large FST levels. The differences
between the amplitude evolution ofF525 Hz and that ofF
580 Hz are very significant. However, the maximum takes place
at x stations roughly corresponding to the frequency ratio~i.e., the
higher frequency saturates at a lowerx, in agreement with the data
shown in Ref.@6#!. The amplitude ofF525 Hz was increased up
to x5130 mm while,F580 Hz amplitudes decays for all FST
levels at x greater than 40–50 mm. These differences are ex-
plained by a combination of at least two effects. First, the higher
excitation frequency becomes neutrally stable closer to the LE~as
shown for a free mixing layer in Ref.@6#!. Second, the nonlinear
modification of the mean flow which the excitation atF580 Hz

Fig. 12 The effect of periodic excitation on the boundary layer
shape factor downstream of reattachment at two FST levels: „a…
FSTÄ0.4%, „b… FSTÄ11%

Fig. 13 The effect of FST level on oscillating x momentum
integrated across the shear layer at the fundamental excitation
frequency „a… and its harmonic „b…, using F¿É1 „25 Hz… and
F¿É3 „80 Hz…
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generates, alters the stability characteristics of the mean flow that
in return causes an earlier saturation of the perturbations.

The intensities of the first harmonic of the excitation frequency
@i.e., 50 Hz forF525 Hz and 160 Hz forF580 Hz, Fig. 13~b!#,
behave in a similar way to the fundamental suggesting that it is
tied to the amplitude of the fundamental and it is probably not an
independent manifestation of an instability.

The diminishing amplification of high frequencies with increas-
ing FST level, suggests the possibility of destructive interference
between the forced, predominantly two-dimensional, excitation
and the random FST structures. This is especially important at the
high frequencies that posses similar scales as those of the FST. In
order to check this hypothesis, pairs of velocity signals were mea-
sured at varying spanwise spacing in the separated shear layer,
just upstream of the leading edge~i.e., atx522 mm andy50),
and where the excitation reached its peak amplitude farther down-
stream. These data were used to evaluate the cross spectra in an
attempt to quantify the effects of the elevated FST on the span-
wise coherence of the excitation. The downstream measurement
locations werex540 mm andy520 mm for F580 Hz andx
570 mm andy545 mm for F525 Hz, where the amplitudes
peaked. One of the hot wires was stationary atz52200 mm and
the other was traversed in the regionz52195 mm toz50 mm at
10 mm increments. The minimal spanwise separation between the
two wires was about 3 mm. Initially we considered the cross
correlation coefficient between the two signals where the ampli-
tudes peaked. A clear reduction in the maximum correlation coef-
ficient, as the spanwise spacing was increased, was noted for in-
creasing levels of FST.F580 Hz was more sensitive thanF
525 Hz to the increase of FST according to this criteria. The
cross spectra of each pair of velocity signals was also calculated
in order to evaluate the FST effect on the spanwise coherence of
the nominally two-dimensional excitation. It could be seen that
the phase of the cross spectra atF580 Hz @Fig. 14~b!# become
significantly more scattered with increased FST level than a simi-
lar phase corresponding toF525 Hz @Fig. 14~a!#. The standard
deviation of the phase about the spanwise averaged mean forF
525 Hz was approximately 0.04-rad for FST'0.4%, 0.077 rad at
FST'1.9%, and it increased to about 0.13 rad at FST'4.2% and
11.0%. ForF580 Hz the standard deviation of the phase about
the spanwise averaged mean was about 0.05 rad for FST'0.4%,
0.09 rad at FST'1.9%, and it increased to 0.25 rad at 11.0%~note
that only the FST50.4% and 11% FST data are shown in Fig. 14!.
The FST had a negligible effect on the scatter of the phase coher-
ence at the leading edge@Figs. 14~a! and 14~b!, x522 mm data#
especially forF580 Hz excitation that is otherwise more sensi-
tive to FST. This indicates a possibility of destructive interference
between the free-stream turbulence and the excitation, reducing its
spanwise coherence particularly when the scales of the excitation
and the FST are comparable. The amplitudes of the cross spectra
and the power spectral densities of the excitation amplitude were
not reduced. It could only be speculated that the decrease of the
spanwise coherence due to the elevated FST reduced the effective-
ness of the periodic excitation in controlling the separation
bubble. It should be noted that the velocity fluctuations associated
with the excitation are of the same order as the typical vortices in
the free stream, for the highest FST level tested. Therefore, a
nonlinear interaction is possible.

4 Conclusions
The effects of elevated Free-Stream Turbulence~FST! on con-

trolling a separation bubble through the use of periodic excitation
~AFC! were studied experimentally. It was found that the bubble
is very receptive to two-dimensional periodic excitation. The
bubble dimensions were significantly reduced with effective exci-
tation at reduced frequencies~based on the bubble length and free
stream velocity! in the range 1–3. The bubble height and length
are also reduced by elevated FST. However, even at the highest
FST level of 11%, the bubble was still present in the uncontrolled

flow. The effectiveness of the current AFC method, using periodic
excitation was noticeable even at the highest FST levels, but the
efficacy of the AFC was reduced due to the elevated FST. The
reduced effectiveness is attributed to a phase randomization by the
FST on the coherence of the nominally two-dimensional periodic
excitation.

Future research could include a real-time identification scheme
to capture the structure of the incoming FST and adjust the am-
plitude and phase of the periodic excitation to generate an effec-
tive closed-loop control needed to overcome the phase-
randomization by the FST. If higher control authority would be
available ~i.e., higher 2D amplitudes or 3D unsteady excitation
modes!, it is possible that the excitation will maintain its effec-
tiveness even at high FST. Additionally, it is worth exploring a 2D
excitation that emanates from the plate rather than from the side-
wall in order to eliminate any possibility of phase randomization
upstream of the leading edge and to investigate separation bubble
that forms farther downstream of the leading edge, with a thicker
laminar boundary layer upstream of separation.
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Roughness Effects on the Mixing
Properties in Open Channel
Turbulent Boundary Layers
This paper investigates the effects of surface roughness on the transport and mixing
properties in turbulent boundary layers created in an open channel. The measurements
were obtained on a smooth and two different types of rough surfaces using a laser
Doppler anemometer. The results show that surface roughness enhances the levels of the
turbulence kinetic energy, turbulence production, and diffusion over most of the boundary
layer. The distributions of the eddy viscosity and mixing length are also strongly modified
by surface roughness. Furthermore, the extent to which surface roughness modifies the
turbulence structure depends on the specific geometry of the roughness elements.
@DOI: 10.1115/1.1792265#

Introduction
Many systems of environmental and engineering interest have

surfaces that are rough. Examples include flow over turbine
blades, aircraft wings, riverbeds, and flow in heat exchangers and
piping networks. Surface roughness, in addition to increasing the
skin friction characteristics, has significant effects on convective
heat and mass transport rates in the flow. Therefore, an adequate
understanding of roughness effects on the mean and turbulence
characteristics is required to improve engineering design prac-
tices.

The analysis of turbulent flow over rough surfaces is signifi-
cantly more complex than that for a smooth surface. For example,
the protrusion of the roughness elements into the surrounding flow
complicates its interaction with the flow both in terms of the mean
velocity and turbulence quantities. The problem of roughness is
further complicated by the fact that the geometry and length scales
of the roughness elements encountered in practice vary widely,
e.g., from well-defined geometry such as regularly spaced ribs to
random roughness such as terrain roughness and manufacturing
roughness of turbine blades@1#. For these reasons, the structure of
rough-wall turbulent flows becomes difficult to generalize in a
way that requires a minimal description of the surface geometry.
In spite of the complex characteristics of surface roughness men-
tioned above, the wall similarity hypothesis proposed by
Townsend@2# and modified by Raupach, Antonia, and Rajago-
palan @3# suggests that roughness effects are confined to the
roughness sublayer~about five roughness heights! so that the mix-
ing properties in smooth- and rough-wall turbulent flows should
be similar outside the roughness sublayer.

Given their practical importance and complexity, several ex-
perimental studies have been conducted to advance our under-
standing of rough wall turbulent flows, e.g., Krogstad and Antonia
@4#, Tachie, Bergstrom, and Balachandar@5#, Ligrani and Moffat
@6,7#, and Mazouz, Labraga, and Tournier@8#. However, conclu-
sions drawn in prior works regarding roughness effects on the
mean and turbulence quantities are not consistent. For example,
the measurements reported by Krogstad and Antonia@4#, Tachie
Bergstrom, and Balachandar@9# and Bergstrom, Kotey, and Tachie
@10# over different types of rough surfaces indicate that surface
roughness increases the strength of the wake parameter,p, and the
levels of the turbulence intensities and Reynolds shear stress. On
the other hand, several other studies including the measurements

obtained in rough-wall channel flows by Mazouz, Labraga, and
Tournier @8# and Bakken and Krogstad@11# conclude that rough-
ness reduces the level of the Reynolds stresses. In most of the
prior rough wall measurements, only mean velocity and Reynolds
stresses were reported, and so roughness effects on turbulence
diffusion and other mixing characteristics in turbulent boundary
layers are still poorly understood.

Numerical prediction of rough-wall turbulent flows has also
received considerable research attention over the past three de-
cades. Cebeci and Chang@12#, Krogstad@13#, and many others
applied mixing length and eddy viscosity models to predict the
characteristics of the mean flow over rough surfaces. More re-
cently, Zhang, Faghri, and White@14#, Patel @15#, Durbin et al.
@16#, and Akinlade and Bergstrom@17# applied two-equation tur-
bulence models, i.e.,k-« and k-v, to predict the mean and tur-
bulence characteristics in rough-wall turbulent flows. However, a
critical review of the present state of knowledge will indicate that
our ability to accurately predict the turbulence quantities in rough-
wall turbulent flow is deficient compared with the success
achieved in modeling turbulent flows over a smooth surface.

Most of the previous experimental and numerical works on sur-
face roughness dealt with zero-pressure gradient turbulent bound-
ary layers and duct flows. Although an adequate understanding of
roughness effects on the transport and mixing of pollutants such
as wastewater and oil discharged from industries or catastrophes
into river systems is important from environmental point of view,
only little information is available. In our previous work@5# we
reported mean and fluctuating components of the streamwise ve-
locity over smooth and three geometrically different types of sur-
face roughness~sand grains, wire mesh, and perforated plate! in
an open channel. The present study documents the effects of sur-
face roughness on the Reynolds stresses, turbulence kinetic en-
ergy, turbulence production and diffusion, and the distributions of
eddy viscosity and mixing length in an open channel flow.

Experimental Setup and Procedure
The experiments were performed in an open channel flume. The

channel was 10 m long, 0.8 m wide and 0.6 m deep. A schematic
of the channel is shown in Figs. 1a and 1b. The sidewalls of the
flume were made of tempered glass to facilitate optical access and
flow visualization. To ensure a rapid development of turbulent
boundary layer, a trip was located 4 m downstream of the con-
traction spanning the width of the flume. The trip was composed
of 3 mm ~median diameter! pebbles glued to the bottom of the
channel as a 40 mm long strip. The measurements were obtained
on a hydraulically smooth surface and the following two different
types of surface roughness:~1! a 1.2-mm medium diameter sand
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grain roughness coated on to a 1.75-m-long plywood sheet using
double-sided tape, and~2! a 1.3-m-long~welded! stainless-steel
wire mesh made of 0.6-mm wires with 7.0-mm centerline spacing,
giving a ratio of centerline spacing to wire diameter of about 12.
A photograph of a section of the wire mesh is shown in Fig. 1c.
The sand grains were packed on the tape to yield the most dense
arrangement.

The velocity measurements were obtained using four-beam
two-component fiber-optic LDA~Dantec Inc.! system operated in
a backscatter mode. The system was powered by a 300-mW
argon-ion laser~Ion Laser Technology!. The optical elements in-
cluded a 40-MHz Bragg cell, a 1.96 beam expansion unit and a
500-mm focusing lens. The probe volume for the present configu-
ration was 0.1230.1231.4 mm3. The fiber optic probe was
mounted on a three-dimensional traversing mechanism. Each di-
rection of the traversing mechanism was stepper-motor driven and
controlled by a computer. Because of the four-beam arrangement
of the LDA system, it was not possible to obtain a two-component
LDA system close to the wall. Therefore, in addition to two-
component measurements, one-component measurements were
also made so that the streamwise component of the velocity field
could be measured close to the wall. Detailed uncertainty analysis
was carried out and typical estimates at 95% confidence level are
shown in Table 1.

The depth of flow was kept ath5120 mm in all the experi-
ments. The freestream velocity wasUe'50 cm/s so as to mini-
mize Froude number effects. The acceleration parameterK
5(v/Ue

2)(dUe /dx) was estimated to be 0.1531026, and the tur-
bulence intensity at the edge of the boundary layer was approxi-
mately 2.2%. A summary of the important flow parameters is
given in Table 2, whereUe is the local maximum velocity,d and
u are the boundary layer and momentum thickness, respectively,
Reu is the Reynolds number based onUe andu, Ut is the friction
velocity, p is the Coles wake parameter, Rek is the roughness
Reynolds number based on the average roughness height andUt ,
DU1 is the downward shift in the logarithmic profile due to wall

roughness, andks
1(5ksUt /v) is the dimensionless equivalent

sand-grain roughness height. Using the equivalent sand-grain
roughness heights, we estimate 5ks /d'0.1 for the sand grains
and 5ks /d'0.2 for the wire mesh. Therefore, the effect of the
wire mesh roughness is expected to extend further into the outer
layer than the sand grains although the physical size of the sand
grains~1.2 mm! is twice the wire diameter~0.6 mm!.

For the smooth wall, the friction velocity,Ut , was determined
by fitting to mean velocity data in the viscous sublayer@10,18#.
For the sand grains and wire mesh roughness, a profile matching
technique, following Krogstad, Antonia, and Browne@19#, was
used to determineUt , p, and the location of the virtual origin
(yo). That is, a mean-velocity defect profile that describes the
logarithmic region and the wake component was written in the
form below:

U

Ue
511

Ut

kUe
H lnS y1yo

d D2~116p!F12S y1yo

d D 2G1~114p!

3F12S y1yo

d D 3G J , (1)

wherek50.41. For each data set, the values ofyo , Ut , and p
were optimized~in a least-square sense! to achieve a good agree-
ment between Eq.~1! and the experimental data set. Additional
details of the profile matching techniques are available in
Krogstad, Antonia, and Browne@19# and Tachie, Bergstrom, and
Balachandar@5#. Because the profile-matching technique allows
data over the entire boundary layer~i.e., y<d) to be fitted and the
value ofp to be optimized, it provides more reliable estimates of
Ut andp than would be obtained from the classical logarithmic
law or Hama’s formulation. Equation~1! was also applied to de-
termine the value ofUt andp for the smooth-wall data. The value
of p50.1 obtained for the smooth surface is lower than values
reported for zero-pressure gradient turbulent boundary layers at
similar Reynolds numbers. The value ofp50.1 is, however, con-
sistent with previous open channel flow measurements@20,21#.
The values ofp for the rough surfaces~Table 2! are higher than
for the smooth surface. This is an indication that surface rough-
ness effects extend into the outer region of the mean flow.

Results and Discussion

Mean Velocity Profiles. The mean velocity profiles in outer
coordinates are shown in Fig. 2a. The effect of surface roughness
on the mean velocity profile in the wall region of an open channel
flow is the same as observed in zero-pressure gradient turbulent
boundary layers@4,9#. That is, the rough-wall profiles are ‘‘less
full’’ compared with the smooth-wall profile. Close to the free
surface, however, each profile shows a slight dip so that the local
maximum velocity,Ue , occurs below the free surface. The mean
velocity gradient]U/]y is slightly negative in the regiony.d.

Figure 2b shows the mean velocity profiles in inner coordinates.
The dashed lines represent the logarithmic profiles, with the ap-
propriate roughness shift (DU1) for the rough-wall data. The
logarithmic law constants used in this study arek50.41 andB
55.0. The solid lines represent polynomial fits to the experimen-

Fig. 1 „a…, „b… Schematics of the open channel; „c… photograph
of wire-mesh roughness

Table 1 Typical uncertainty estimates

Measured quantity Uncertainty

y 60.025 mm
d 62.5 mm
u 65%
U 61%
Ut 62.5% for smooth surface

65% for a rough surface
p 60.05
u2, v2, ^uv& 610%
^u2v&, ^v3& 612%
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tal data. The curve fits match the experimental data reasonably
well, and were differentiated and smoothed to obtain estimates of
]U1/]y1. Consistent with the values ofDU1 andp summarized
in Table 2, deviation of the experimental data from the smooth-
wall logarithmic profile and the wake region is higher for the wire

mesh than for the sand grains. The values of]U1/]y1 are higher
for the rough-wall data than for the smooth-wall data outside the
overlap region.

Reynolds Stresses. The velocity scale,Ut
2, is generally used

to normalize the Reynolds shear stress (2^uv&); however, there
is no consensus on the correct scaling parameter for the Reynolds
normal stresses (u2,v2,w2). In most of the prior boundary layer
studies,Ut

2 was applied to normalize the normal stresses as well.
George and Castillo@22# used the asymptotic invariance principle
to show that, for a smooth-wall zero-pressure gradient~ZPG! tur-
bulent boundary layer,Ue

2 is the correct scaling parameter for the
normal stresses. On the other hand, the recent comprehensive lo-
cal density approximation~LDA ! measurements by DeGraaff and
Eaton@23# demonstrated that mixed scaling (UeUt) is better for
the streamwise normal stresses (u2), and Ut

2 is appropriate for
scaling the wall-normal normal stresses (v2). In this work, we
appliedUt

2 to normalize the Reynolds shear stresses. For the nor-
mal stresses,Ut

2, Ue
2 andUeUt are used to interpret the data. As

noted earlier, the four-beam LDA system used in this study did not
permit reliablev2 and ^uv& data to be obtained in the very near-
wall region.

The normal stresses (u2 andv2) normalized byUt
2 are shown

in Fig. 3a. For the present smooth-wall data,u2 profiles obtained
using one-component~dashed lines! and two-component~sym-
bols! LDA systems are plotted. With the one-component system,
the peak and very near-wall region ofu2 could be measured. The
two u2 datasets~i.e., u2 obtained using one-component and two-
component systems! collapse within measurement uncertainties.
The ZPG smooth-wall data reported by DeGraaff and Eaton@23#
(Reu51430) and previous wire-mesh data@4# ~also in ZPG! are
shown for comparison. It should be noted that the specific geom-
etry of the wire mesh used in this and that used in Ref.@4# are
different. That is, welded wire-mesh was used in this study, while
woven wire mesh was used in Ref.@4#. Also, the ratio of center-
line spacing to wire diameter is 12 in the present study and 4.6 in
Ref. @4#. The smooth-wallu2/Ut

2 profiles obtained in this study
and prior study@23# are in good agreement in the inner region
(y/d,0.15). The present wire-mesh profile is higher than the
other datasets, including previous@4# wire-mesh data, in the re-
gion 0.1,y/d,0.4.

Figure 3a also demonstrates that values ofv2/Ut
2 obtained by

DeGraaff and Eaton@23# are only slightly higher than the present
smooth-wall data. The sand-grain data do not deviate significantly
from the smooth-wall data set, but the wire-mesh profiles~both
present and previous@4#! are distinctly higher than the smooth-
wall data in the regiony/d,0.3.

Figure 3b shows the distributions ofu2/Ue
2 andv2/Ue

2 obtained
in the present work and by DeGraaff and Eaton@23#. The use of
Ue

2 as scaling parameter demonstrates more pronounced rough-
ness effects on the normal stresses thanUt

2, and the level of en-
hancement due to surface roughness occurs over most of the
boundary layer (y/d<0.5). Furthermore, the shape of theu2 pro-
files varies from one surface to the other. Application of the mixed
scaling ~Fig. 3c! also indicates that surface roughness increases
the level ofu2/UeUt compared to the smooth-wall case.

Figure 3d shows2^uv&/Ut
2 profiles obtained in this work and

Table 2 Test conditions and boundary layer parameters

Test
Ue

~cm/s!
d

~mm!
u

~mm! Reu

Ut
~cm/s! DU1 p Rek ks

1

Smooth 49.2 38 3.87 1900 2.23 0.10
Sand grains 53.1 37 4.11 2180 2.73 4.0 0.30 33 20
Wire mesh 53.4 38 4.91 2600 2.90 6.5 0.52 17 44

Fig. 2 Effects of surface roughness on the mean velocity pro-
files: „a… outer coordinates „uncertainty in UÕUe : Á2%, y Õd:
Á5%…; „b… inner coordinates „uncertainty in U¿: Á5%, y¿:
Á5%…. Dashed lines denote logarithmic profiles; solid lines are
polynomial fits to data.
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previous smooth-wall@23# and wire-mesh@4# data sets. The peak
value of the present smooth-wall profile is 0.65 compared with 0.8
in Ref. @23#. At high Reynolds numbers, the peak value of
^uv&/Ut

2 should be approximately 1. Because the smooth-wall
normal stresses (u2/Ut

2 andv2/Ut
2) in this study and in Ref.@23#

compare reasonably well in the near-wall region, the low level of
^uv&/Ut

2 is not due to error inUt . In a previous study, Johnson
and Barlow@24# studied the effects of spanwise extent of LDA
probe volume onu/Ut , v/Ut , and ^uv&/Ut

2. They concluded
that a larger probe volume underestimates^uv&/Ut

2 in the wall
region, butu/Ut andv/Ut are not affected by the probe volume
dimension. For the probe volume dimension used in this study, the
results of Johnson and Barlow@24# would indicate a 12% under-
estimation of̂ uv& in the wall region of our smooth- and rough-
wall data. Such a correction would marginally improve the agree-
ment between the present smooth-wall data and the previous LDA
data @23#, but the corrected data will still be much lower than
those obtained in typical high-Reynolds-number experiments. The

low level of ^uv&/Ut
2 in the near-wall region of the present

smooth data may be partly due to large probe volume extent,
low-Reynolds-number effect, and probably secondary flow. Be-
cause the same probe was used in all the present experiments, and
the Reynolds numbers for the smooth- and rough-wall data do not
vary much, the differences among the profiles in Fig. 3d may be
attributed to roughness effect. Thus, we conclude from Fig. 3d
that surface roughness increases the Reynolds shear stress over a
significant portion of the flow, with the wire-mesh data sets
~present and in Ref.@4#! showing the largest increase.

Turbulence Kinetic Energy and Triple Correlations. The
turbulence kinetic energy (2k) is shown in Fig. 4a. Because the
spanwise stress (w2) was not measured in the present study, only
the sum of the streamwise and wall-normal components~i.e., 2k
'u21v2) is reported. The shape of the smooth-wall profile is
similar to classical boundary layer measurements~e.g., Fig. 7–20
in Hinze @25#!. The rough-wall profiles are distinctly different

Fig. 3 Distributions of Reynolds stresses on smooth and rough surfaces „uncertainty in normalized u 2, v 2,
Šuv ‹: Á12%, y Õd: Á5%…. K&A denotes Krogstad & Antonia †4‡. Dashed line denotes u 2ÕUt

2 obtained using one-
component LDA system; solid line denotes data by DeGraaff and Eaton †23‡.
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from the smooth-wall data both in shape and magnitude. For in-
stance, the levels of turbulence kinetic energy on the rough sur-
faces are higher than those for the smooth surface, and these dif-
ferences persist up toy/d'0.5.

The triple correlations are important turbulence statistics be-
cause their gradients are associated with the transport of turbu-
lence kinetic energy. The following triple products were measured
and reported by Tachie@18#: ^u3&, ^v3&, ^u2v&, and^v2u&. In this
work only the term (̂u2v&1^v3&), which represents turbulence
transport of̂ u2& and^v2&, respectively, in the wall-normal direc-
tion, is shown. This term is also the major contributor to the
turbulence diffusion term in the energy budget. As shown in Fig.
4b, the profiles have two peaks; one inside the inner region and
the other in the outer region. The rough-wall profiles are higher
than the smooth-wall data over most of the boundary layer. It
appears roughness effects on the triple correlation are more pro-
nounced in the intermediate region where the outer peak for the
wire-mesh data is, for example, more than twice as high as the
corresponding smooth wall value. The figure also shows that as
the roughness effect increases, the location of the outer peak is
closer to the wall.

Turbulence Production and Diffusion. Because a two-
component LDA system was used in this study, all the terms in the
energy budget could not be measured directly. Therefore, only the

turbulence production and diffusion terms were estimated and re-
ported. The mean flow was approximately two-dimensional and so
continuity requires that]U/]x'2]V/]y. The production terms
u2]U/]x('2u2]V/]y), v2]V/]y, and2^uv&]U/]y were mea-
sured directly. It was found that the sum of the terms2u2]V/]y
and v2]V/]y is negligible compared with the shear production
2^uv&]U/]y @18#. Thus, only the main contributor to turbulence
production (2^uv&]U/]y) is reported. Following previous turbu-
lent boundary layer studies@4#, the turbulence diffusion term was
approximated by 0.75](^u2v&1^v3&)/]y, which was measured
directly. Although the set of measurements reported in this study
is not complete enough to evaluate all of the terms in the transport
equation for the turbulent kinetic energy,k, given the general scar-
city of data on roughness effects and the strong effects of rough-
ness observed on the Reynolds stresses, turbulence kinetic energy,
and triple products, it was thought appropriate to estimate the
effect of roughness on the diffusion and production terms in the
turbulence kinetic energy equation. This information would be
helpful for modelers as they begin to introduce roughness effects
in two-equation and Reynolds stress transport equation closures.
The terms considered in the following discussion are obtained by
fitting curves to the experimental data. Following the analysis by
George and Castillo@22#, the terms are normalized byUt

2Ue /d.
Figure 5 shows that surface roughness significantly increases

the level of turbulence production over most of the boundary
layer. This may be partly due to the higher Reynolds shear stress
observed for the rough surfaces~Fig. 3d! and higher values of
]U1/]y1 outside the overlap region. Although the diameter of
the wire mesh is only 50% of the nominal diameter of the sand
grains, the production term obtained over the wire mesh is dis-
tinctly higher than that over the sand grains. This clearly demon-
strates that the specific geometry of the roughness elements has an
important effect on the mechanism responsible for turbulence pro-
duction. The diffusion term is also strongly modified by surface
roughness. This term is negative, i.e., loss, in the region 0.2
<y/d<0.5 for the smooth surface, and 0.1<y/d<0.3 for the
rough surfaces. Outside these regions, the profiles are positive
~gain!. In each case, the diffusion term cannot be neglected close
to the wall.

Mixing Length and Eddy Viscosity. Although the method-
ology of modeling turbulent flows via the mixing length and eddy
viscosity fails to incorporate the exact physical processes, it has

Fig. 4 „a… Distribution of approximate turbulence kinetic en-
ergy „2kÉu 2¿v 2

… „uncertainty in normalized k : Á12%, y Õd:
Á5%…. „b… Distribution of major turbulence diffusion terms
„Šv 3

‹¿Šu 2v ‹… „uncertainty: Á15%….

Fig. 5 Effects of surface roughness on turbulence production
„ÀŠuv ‹­UÕ­y … and diffusion †0.75­„Šu 2v ‹¿Šv 3

‹…Õ­y ‡ „uncer-
tainty in budget terms: Á15%…
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been successful in predicting some of the flow characteristics in
simple shear flows on smooth and rough surfaces@26,27#. Further-
more, one-equation eddy-viscosity models have recently regained
popularity as components of two-layer turbulence models, where
an eddy viscosity model is used to resolve the near-wall region
and more general models such as Reynolds-stress-equation mod-
els are employed outside the wall region@28#. Within this context,
the present study also documents the effects of surface roughness
on the distributions of the mixing length and eddy viscosity. Since
the mixing length and eddy viscosity depend on the relative mag-
nitude of ^uv& and]U/]y, we first discuss roughness effects on
the parameterR52^uv&1/]U1/]y1. The parameter R can also
be interpreted as the ratio of eddy viscosity (n t) to molecular
viscosity ~n!, i.e. R5n t /n. According to Rodi, Mansour, and
Michelassi@26#, this quantity is an indicator of the influence of
viscous effects in simple shear flows, i.e., whether Reynolds-

number effects are important or not. Within the context of two-
layer turbulence models, the value ofR5n t /n is sometimes used
to establish the interface between the one-equation and two-
equation regions. For example, Rodi@28# proposed a value ofR
>36 for the changeover from one- to two-equation region.

The values ofR for the present data sets and those deduced
from Spalart’s DNS results at Reu5670 and 1410~Rodi, Mansour,
and Michelassi@26#! are shown in Fig. 6a. As mentioned earlier,
^uv& data could not be obtained very close to the wall in the
present work due to hardware limitation. It should be noted that
the DNS data at Reu5670 never attained a value ofR536 in the
wall region; this suggests a significant low-Reynolds-number ef-
fect. Compared with the DNS results at Reu51410, the present
smooth-wall profile indicates a low-Reynolds-number effect over
most of the wall region. This observation is consistent with the
data shown in Fig. 3d where we observed that the peak of

Fig. 6 „a…, „b… Distribution of eddy viscosity on smooth and rough surfaces „uncertainty: Á15%…. „c…,
„d… Distribution of mixing length on smooth and rough surfaces „uncertainty: Á15%…. K&A denotes
Krogstad & Antonia †4‡; AL denotes Antonia and Luxton †23‡.
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^uv&/Ut
2 is less than the asymptotic value observed in high-

Reynolds-number near-wall turbulent flows over a smooth sur-
face.

Some important similarities and differences can be noted in Fig.
6a. For example, all the data sets are in good agreement in the
immediate vicinity of the wall. The rough wall profiles and the
DNS data at Reu51410 have similar shape. These two profiles
show a peak in the intermediate region and then decrease mono-
tonically toward the outer surface. It should be pointed out that
these data sets have relatively higher values of2^uv&/Ut

2 andp
~and presumably higher values of]U1/]y1 outside the overlap
region! compared with the present smooth-wall data. On the other
hand, the present smooth-wall profile and the DNS data at Reu
5670 increase dramatically as the edge of the boundary layer is
approached. The higher values ofR observed in the wall region
for the wire-mesh and DNS results at Reu51410 in comparison
with the smooth-wall and DNS data at Reu5670 are certainly due
to the high levels of2^uv&/Ut

2. The higher levels ofR for the
present smooth wall and DNS results at Reu5670 in the outer
region imply that]U1/]y1 tends to zero faster than2^uv&/Ut

2.
It was noted that~Fig. 2b! at similar y1 locations outside the
logarithmic region, the values of]U1/]y1 for the smooth surface
are significantly lower than those for the rough surfaces because
of the higherp values in the latter. Therefore, for low Reynolds
number or noncanonical turbulent boundary layers, one must take
into account the specific shape of the mean velocity profiles in the
outer region in order to obtain the correct level of the eddy vis-
cosity.

Figure 6b compares the eddy viscosity obtained in this work to
the ZPG data of Klebanoff at Red57.53104 and Townsend at
Red5(3–4)3104, as reproduced by Hinze@25#. The ZPG data are
distinctly different from the present smooth-wall profile, but are in
reasonable agreement with the wire-mesh data. The good agree-
ment between the wire mesh and the ZPG data is to be expected
for the following reason: the value ofp50.52 for the wire mesh is
similar to typical value ofp50.55 for canonical turbulent bound-
ary layer and so the values of]U1/]y1 should be similar for the
two sets of data. Furthermore, it was shown in Ref.@29# that the
^uv&/Ut

2 profiles for the present wire mesh and typical canonical
turbulent boundary layer agree fairly well in the regiony/d
,0.5. As already explained, the lower level of the eddy viscosity
for the smooth data in the regiony/d,0.6 can be attributed to low
level of ^uv&/Ut

2; the higher level close to the free surface is due
to low values of]U1/]y1.

The mixing lengthL52^uv&1/2/(]U/]y) is shown in Fig. 6c
using inner scaling. Rodi, Mansour, and Michelassi@26# computed
the mixing length distributions for the DNS results of Spalart;
these profiles are also shown. With the exception of the DNS
results at Reu5670, all the data sets show good agreement in the
regiony1,300. The smooth-wall profile is higher than the rough-
wall profiles in the outer region of the boundary layer, which may
be due to the significantly lower values of]U1/]y1 for the
smooth surface.

The smooth- and rough-wall measurements obtained by Anto-
nia and Luxton@30# and Krogstad and Antonia@4# are compared
with the present data sets in Fig. 6d. Close to the wall,y/d
<0.1, all the data sets~both earlier and present! are approximately
described by the relationL/d50.41y/d. The present and earlier
measurements show good agreement in the regiony/d,0.3. Al-
though^uv& for the present smooth wall profile is lower than the
smooth-wall results in Refs.@4#, @30#, the present data are higher
in the outer region due their characteristic low values of]U/]y in
the outer region. Since thêuv& profile for the wire mesh and the
previous data are similar and thep values~or ]U/]y) are also
comparable, the close agreement between wire mesh and the pre-
vious data up toy/d'0.6 is not surprising. Figure 6d clearly
demonstrates that compared with the smooth-wall data, surface

roughness significantly decreases the mixing length distribution in
the outer two-thirds of the open channel turbulent boundary layer.

Conclusions
The present measurements show that surface roughness signifi-

cantly enhances the levels of the Reynolds stresses, turbulence
kinetic energy, and turbulence diffusion in a way that depends on
the specific geometry of the roughness elements. The higher level
of kinetic energy due to surface roughness may be partly ex-
plained by an increase in turbulence production levels. The
present data demonstrate that surface roughness increases the
level of the eddy viscosity and mixing length in the inner region,
but decreases the mixing length in the outer two-thirds of the
boundary layer, where the effect of the mean velocity gradient
becomes important. Therefore, roughness effects must be ac-
counted for in even these relatively simplistic modeling method-
ologies. The higher values of the wake parameter obtained for the
rough surfaces, and the fact that surface roughness enhances the
level of the Reynolds stresses over most of the boundary layer,
suggest a stronger interaction between the inner and outer region
of a turbulent boundary layer than would be implied by the wall
similarity hypothesis.
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Calculation of Friction
Coefficients for Noncircular
Channels
This paper presents a method for estimating a hydraulic resistance multiplier to enable
approximate values of friction coefficients to be calculated for turbulent flows in noncir-
cular channels of arbitrary shape using correlations developed for the circular pipe.
Unlike most other methods, no preknowledge on the flow channels, such as the laminar
shape factor or characteristic length, is required. Good agreement between predictions
using the new method and experiments was achieved.@DOI: 10.1115/1.1845479#

1 Introduction
Friction coefficient correlations developed for turbulent flows

in circular tubes are widely used for noncircular flow passages.
For such flows, the hydraulic diameter (De) defined as 4A/Pr
~whereA is the area andPr the perimeter! is used to substitute for
the pipe diameter. However the friction calculated this way can be
too high when the flow passage has sharp corners. The flow in
these corners is often significantly slower than in the core of the
channel. Therefore the friction calculated based on the mean ve-
locity and the hydraulic diameter will not be a good representation
of the true flow.

One approach to resolve the problem is to introduce a multiplier
~called thehydraulic resistance multiplier, l! to provide a correc-
tion. The multiplier is defined as the ratio of the friction coeffi-
cient of a noncircular passage over the friction coefficient of a
circular tube of the same hydraulic diameter. Since the friction
coefficient for a noncircular passage is generally less than that
calculated using the circular tube correlation, the hydraulic resis-
tance multiplier is normally less than unity. This paper presents a
method for estimating the hydraulic resistance multiplier for non-
circular flow passages of arbitrary geometry.

2 Review of Methods Available in the Literature
Much work has been carried out to determine the hydraulic

resistance in noncircular passages and has led to the development
of various correlations for friction coefficient; see for example the
review by Kakac et al.@1#. More recent work includes Lee@2# and
Vijayan et al. @3#. Most methods fall into one of the following
groups:~a! the laminar flow shape factor approach;~b! the char-
acteristic length scale approach; or~c! the multiplier approach. A
brief review of these methods is given below.

2.1 The Laminar Flow Shape Factor Approach. For a
laminar flow, the friction can always be correlated usingf Re
5C, whereC is a constant for a particular geometry, and Re is
based on the hydraulic diameterDe and cross-sectional mean ve-
locity. The constantC is called the ‘‘laminar flow shape factor.’’
For a circular tube,C516. One approach to calculating the tur-
bulent friction coefficient is to relate it to the laminar flow shape
factor. Examples of work following this approach include Gunn
and Darling@4#, Rehme@5#, and Malàk et al. @6#. One disadvan-
tage of this approach is that the laminar flow shape factor is
needed for the calculation, but it is not always available.

2.2 The Characteristic Length Approach. Some workers

have chosen to directly use the friction correlations developed for
a circular tube in noncircular tube flow calculations. To do this,
they replace the hydraulic diameter with a new characteristic
length scale. Good results have been obtained for a number of
geometries, such as triangular and square ducts, etc. However,
there is no general formulation for the characteristic length scale
for all noncircular ducts. Therefore the characteristic length scale
has to be developed each time when a new duct is considered.
Examples of work adopting the characteristic length approach in-
clude Bandopadhayay and Ambrose@7# for isosceles triangles,
Jones@8# for rectangular ducts, and Ahmed and Brundrett@9# for
equilateral triangles.

2.3 The Multiplier Approach and the Miller Method
Another approach that makes use of the circular pipe friction cor-
relations is the multiplier approach, one to be used in this paper as
described in the introduction. Clearly the hydraulic resistance
multiplier, which is expected to be unique to a particular geom-
etry, needs to be derived, usually from experimental data. Miller
@10# described a method which can be used to estimate the mul-
tiplier for any noncircular channel when there is a lack of such
data. The method is outlined below.

When the friction coefficient correlation for a circular tube is
used in conjunction with the hydraulic diameter to estimate the
pressure drop in a noncircular channel with sharp corners, the
values calculated are often too high. Under such a condition, Mill-
er’s method considers a new channel formed of only the central
part of the original channel, i.e., the side corners are blocked. It is
obvious that the pressure drop in the new channel is expected to
be higher than in the original channel in reality because of the
reduced size. However, the pressure drop calculated using the cir-
cular tube friction correlation for the new reduced channel is often
lower than that calculated for the original channel. The reason for
this result is that the circular tube correlation can be very inaccu-
rate when used for channels with sharp corners. A much more
reasonable result can often be achieved for the new channel with
the sharp corners removed.

The above discussion can be illustrated by considering the pres-
sure drop expression for a circular channel

Dp54 f c

L

De

1

2
rU2. (1)

where f c is the friction coefficient calculated using the circular
tube correlation. ConsideringDe54A/Pr and W5rAU, the
above equation becomes

Dp5
1

2
f cL

W2

r

Pr

A3
(2)
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whereA is the flow area,Pr is the wetted perimeter,L the length
of the passage, andW the mass flow rate. It can be seen from Eq.
~2! that the pressure drop calculated will indeed be reduced if, by
blocking the sharp corners, a new passage can be formed which
has a smallerPr /A3.

The procedure suggested by Miller@10# is rather straightfor-
ward. To start with, the corners of a noncircular channel are
blocked to define a new flow passage within the original one, see
Fig. 1, for example, where the new channel is shown as
A8B8B9CA9. The sizes of the blocked areas can be varied~i.e.,
varyinga andb in Fig. 1! to find a new imaginary channel with a
minimized Pr /A3. If Pr /A3 applies to the original passage and
Pr1 /A1

3 is the minimal value, it follows:

Pr1 /A1
35l~Pr /A3! (3)

wherel is a factor by whichPr /A3 can be reduced. If a pressure
drop Dp1 is now associated with the flow in the imaginary chan-
nel, then

Dp15
1

2
f cL

W2

r

Pr1

A1
3

(4)

Hence, combining Eqs.~2!–~4!

Dp15lDp (5)

where the factorl is the hydraulic resistance multipliermen-
tioned earlier, which can be expressed as

l5
Pr1

Pr
S A

A1
D 3

. (6)

The pressure drop can then be calculated using Eq.~1! by replac-
ing f c with l f c . The latter is named as themodified friction
coefficient, denoted byf, i.e.,

f 5l f c (7)

where f c is the friction coefficient for a circular tube of the same
hydraulic diameter (De) andl thehydraulic resistance multiplier.
Note that the hydraulic diameterDe referred to here@and that used
in Eq. ~1!# is based on the original channel.

3 Development of a New Method—the Multichannel
Approach

The Miller method has proved to be very useful in some engi-
neering applications when the friction factor of a particular chan-
nel is not available. However, the Miller method still substantially
over predicts pressure drop for many channels. In the following
paragraphs, an improved method will be presented, which enables
a more realistic friction to be calculated.

Following Miller’s basic idea, but instead of having the corners
blocked, the noncircular passage is split into a few subchannels
and flow is allowed to pass through all those subchannels. The
split will be done in a way that the sharp corners are separated
from the central~main! channel. Examples of the split of a num-
ber of typical channels are shown in Fig. 2.

After the splitting, the channel consists of a main~sub! channel
and a number of side~sub! channels. Similar to the Miller method,
the idea is then to vary the locations of the partition of the sub-
channels to minimize the pressure drop calculated. To guarantee
the calculation procedure meaningful, the new channel configura-
tion should be done in such a way that the pressure drop in it is
always higher than that in the original channel and therefore
searching for a minimum friction would mean approaching the
‘‘true’’ value. This is consistent with the Miller method. To com-
ply with this requirement, when calculating the wetted perimeter
Pri for the main channel, the imaginary interfaces should be taken
as solid walls, i.e., they will be included in the perimeter calcula-
tion. But for the side channels on the other hand, the imaginary
interfaces can be seen as free surfaces, i.e., not accounted for in
the perimeter calculation. The reason for this can be explained as
follows:

It is not difficult to imagine that the velocity in the ‘‘main’’
channel is faster than that in the surrounding ‘‘side’’ channels
~sharp corners!. Consequently, at the imaginary interfaces between
the subchannels, the flow in the main channel is dragged back by
the flows in the side channels. In the procedure of forming the
subchannels, the imaginary interfaces can be represented either
with solid walls or free surfaces. If these interfaces were replaced
with free surfaces, i.e., no shear forces on them, then the flow in
the main channel would be subject to less friction than in reality.
This would invalidate the assumption made in the above para-
graph: The friction in the new channel configuration is always
higher than that in the original channel. On the other hand when
the interfaces are replaced with solid walls, the flow in the main
channel will be subjected to greater shear, clearly an appropriate
treatment.

For the side channels on the other hand, as the flow is always
pulled by the main channel flow~since the latter is faster!, replac-
ing the imaginary interfaces with free surfaces~i.e., ones with
zero shear!, will leave the side channels with higher frictions and
therefore comply with the assumption made earlier.

Consider the triangular duct shown in Fig. 1 again as an ex-
ample to derive the formula for the multiplierl. Assuming the
passage is divided into three subchannels as shown in the figure,
the pressure drop in each can be written as

Dp15
1

2
f c1L

W1
2

r

Pr1

A1
3

(8)

Dp25
1

2
f c2L

W2
2

r

Pr2

A2
3

(9)

Dp35
1

2
f c3L

W3
2

r

Pr3

A3
3

. (10)

The middle~main! passage is always referred to as passage 1. The
pressure drop in the complete passage is expressed as

Dp5
1

2
f cL

W2

r

Pr

A3
. (11)

It is now assumed that the friction coefficient for each of the
subchannels can be estimated using the friction correlation for
circular tubes based on the hydraulic diameter concept. The Bla-
sius correlation~valid in the range: 3000,Re,105) is used here,
i.e.,

f c50.079 Re21/4, (12)

or

f c50.079S 4W

mPr
D 21/4

. (13)

Substitutingf c with the above expression, Eq.~11! now becomes

Fig. 1 Demonstration of subchannel partition
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Dp5
0.079m1/4

2A2
L

W7/4

r

Pr
5/4

A3
. (14)

The pressure drop in the side channels can also be expressed in a
similar form by substitutingf c1 , f c2 , f c3 in Eqs.~8! to ~10! with
Eq. ~13!. The three subchannels must all have an equal pressure
drop, which may be different from that in the original channel,
i.e.,

Dp15Dp25Dp35aDp (15)

Also,

W5W11W21W3 . (16)

A5A11A21A3 (17)

From Eqs.~14! to ~17!,

a5S W1

W D 7/4S A

A1
D 3S Pr1

Pr D 5/4

(18)

and

W1

W
5

1

11~A2 /A1!12/7~Pr1 /Pr2!5/71~A3 /A1!12/7~Pr1 /Pr3!5/7
.

(19)

Althougha is expressed as a function of parameters of channel 1
in Eq. ~18!, this is of no significance. Effects of other channels are
taken into account through Eq.~19!.

For a general case, when the channel is split into n sub-
channels, Eq.~18! remains the same but Eq.~19! becomes

W1

W
5

1

11( i 52
n @~Ai /A1!12/7~Pr1 /Pri !

5/7#
. (20)

The next step is to vary the positions of the partition~i.e., varying
the partition parametersa and b! shown in Fig. 1 and find the
minimum a which will be thehydraulic resistance multiplierl
for the particular geometry, i.e.,

l5min~a!

5minF S W1

W D 7/4S Pr1

Pr D 5/4S A

A1
D 3G

varying boundaries of splitting

(21)

A discussion on how the minimization can be achieved is given in
Sec. 4. The modified friction coefficient for the noncircular flow
passage can now be expressed as

f 5l f c (22)

The pressure drop can be calculated using Eq.~1! by replacing the
friction coefficientf c for a circular tube with the modified friction
coefficientf.

It is worth emphasizing at this stage the rules for the calculation
of the perimetersPri for the sub-channels: When the perimeter
for the main channel (Pr1) is calculated, the imaginary interfaces
between the main channel and the various sub-channels are taken
as solid walls, i.e., they will be included as walls in the perimeter
calculations. For other subchannels, these interfaces will be taken
as free surfaces. Therefore, they will be excluded in the calcula-
tion of Pri , i52, . . . ,n. The perimeter of the original channel
(Pr) is calculated as normal, i.e., all the physical side walls are
included in its calculation.

It should be noted that, although the Blasius equation used in
the derivation is strictly speaking only valid in the range 3000
,Re,105, Eq. ~21! is not limited to this Reynolds range. The
Blasius equation has been used in determining the ratio of the
friction coefficient of the subchannels which is only one of the

Fig. 2 Partition of various flow passages
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factors that affect the distribution of flow rate between the various
subchannels. The final value ofl has been found not very sensi-
tive to the choice of the correlation for friction used in the
derivation.

The hydraulic resistance multiplierdetermined using the mul-
tichannel method is independent of the Reynolds number. That is,
referring to Eq.~22!, the dependency of the friction coefficient on
Reynolds number in the noncircular channel is assumed to be the
same as that in a circular channel. This assumption has been
adopted by most previous methods@7,8,10#. Many experimental
results on non-circular channels showed little dependency ofl on
Reynolds number@12#, although some did show some relatively
weak dependency on Reynolds number@4#.

4 Comparisons of Calculations With Experimental
Data and Predictions of Other Methods

The multichannel method was used to calculate the hydraulic
resistance multipliers for a number of common geometries, in-
cluding, a square and an equilateral triangular duct, an arrowhead
passage, isosceles triangles with different apex angles, and various
tube bundle sections. The calculations were done using the fol-
lowing procedures:

1. Decide a pattern of the split of the flow passage considered.
The split should be done in a way that the sharp corners are
separated from the main channel. The patterns of split that have
been used in the example calculations are shown in Fig. 2. Theo-
retically speaking, there are infinite number of ways of construct-
ing the subchannels by selecting different inclination of the inter-
faces of the sub-channels. However, such variation will normally
have little effect on the final result. For example, Fig. 2~d! shows
two obvious ways of the split of the flow passage between two
rods and flat plates. The difference between the multipliers calcu-
lated using the two patterns of partition were always less than
0.3% for 1.05,s/d,2.0. Therefore the main rule for determining
the shape of the split is easy calculation of the perimeters and
areas of the sub-channels, i.e.,Pri and Ai . The choice is often
very obvious, as shown in Fig. 2. It is worth noting that the num-
ber of the split parameters can be reduced by using the same split
parameter for geometrically similar corners. For example, ‘‘a’’ is
used for both corners in Figs. 2~a! and 2~b!. By doing this the
minimisation process will be simplified.

2. ExpressAi , Pri , i51, . . .n, and thenWi /W, as a function
of the split parameters,a, b, . . . , etc.

3. Expressa as a function of the split parameters using Eqs.
~18! and ~20!, i.e., a5 f (a,b, . . . ,).

4. Minimize a through varying the split parametersa, b, . . . ,
etc. to find the hydraulic resistance multiplierl. Effectively, this
means varying the split parameters by a small step each time in a
reasonable range.~A reasonable range means, for example, for the
geometry in Fig. 2,a1b should be less than the length of any of
the sides of the triangle to be physically meaningful!. Then, for
any set of the split parameters, calculatea using Eqs.~18! and
~20!. The smallesta is then the multiplierl to be found.

In this study, the Excel Spreadsheets was used for the calcula-
tion. The minimization was achieved using the Excel function:
Solver. This function enables a minimization of the value of a cell
~i.e., the one contains Eq.~18! for a, which is a function of the
split parameters! to be achieved by varying the values of a number
of other cells ~say, those contains the split parameters,a, b,
c, . . . ,) in arange specified by the user. The minimized value of
a will be the hydraulic resistance multiplierl.

Figure 3 shows the variation of the hydraulic resistance multi-
pliers with the apex angle of an isosceles triangle calculated using
the Miller and the multichannel methods, compared with experi-
mental data by Carlson and Irvine@11#. These data were obtained
from experiments for a Reynolds number range between 4000 and
10,000. A margin of 5% above and below the data is shown in the
figure to facilitate the comparison. Also shown in the figure are
predictions using a characteristic length approach due to Bando-
padhayay and Ambrose@7# for comparison. It can be seen that the
Miller method produces multipliers that are much higher than the
experimental data. The multipliers calculated using the multichan-
nel approach are significantly improved and are well within the
5% margin of the data. These results are also better than the mul-
tipliers calculated using the characteristic length approach@7# for
ducts with lower apex triangles.

Figure 4 shows the variation of the hydraulic resistance multi-
pliers with the normalized distance between the rods for a flow
channel formed from two circular rods and flat plates calculated
using the Miller and the multichannel approaches. Also shown in
the figure are the multipliers obtained from the experimental data
due to Mohandes and Knudsen@12#, together with a margin of 5%
above and below the data to facilitate the comparison. These ex-
perimental results showed no Reynolds number dependency when
Re.5000. Again the hydraulic resistance multipliers predicted by

Fig. 3 Hydraulic resistance multiplier for isosceles triangle flow passages
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the multichannel model are very close to the experimental data, all
but one are within the 5% margin. Those calculated using the
Miller method are again much too high.

Calculations of hydraulic resistance multipliers have also been
performed for a number of other non-circular channels. These
include, as shown in Fig. 2, a square and an equilateral triangular
duct, an arrowhead channel, and a number of flow passages
formed by tube bundles and walls. The results are compared with
experimental data and/or calculations using other methods in
Table 1. The results shown in the ‘‘Data’’ column of the table were
obtained from experimental data or correlations directly derived
from experimental data. These shown in the ‘‘Other Models’’ col-
umn are results calculated using previous models based on either
the laminar flow shape factor or the characteristic length ap-
proach. It is worth noting that the correlation for the passage
between tube bundles@4# and that for the equilateral triangles@6#
are weakly dependent on the Reynolds number. The results shown
in the table are based on a middle ranged Reynolds number of
30,000. Also to be noted is that the experimental results for the
arrowhead@13# were given with only one significant digit, i.e., 0.8
and 0.9 for Re530,000 and 110,000, respectively. It was consid-
ered appropriate that a mean value should be used for comparison.
As discussed in Section 3, thehydraulic resistance multipliercal-
culated using the multichannel approach is independent of Rey-
nolds number.

It can be seen from Table 1 that the hydraulic resistance multi-
pliers calculated using the Miller model are consistently much

higher than the corresponding experimental data. These calculated
using the multichannel model are significantly improved. The dif-
ference between the predictions using the multichannel model and
the corresponding experimental data is always less than 5%. Good
agreement has also been achieved between predictions using the
current method and those using previous methods from the litera-
ture ~‘‘Other Models’’ column in Table 1!.

It should be noted that the multichannel method is an approxi-
mate estimation method. It is based on the idea of approximating
the friction of a noncircular channel with correlations for circular
tubes. Some of the discrepancies between the predictions of the
multichannel method and the data seen above can be attributed to
this fundamental reason. However, the results shown above
clearly demonstrate that by splitting a noncircular channel into
subchannels and isolating sharp corners from the main channel,
the multichannel method can reduce the error associated with the
approximating procedure significantly. Another source of error
that is likely to contribute to the discrepancies between the pre-
dictions and data is the use of the Blasius correlation.

Although there is no obvious theoretical method to estimate the
uncertainty of the multichannel method, for the many cases con-
sidered in this study, the discrepancies between the estimated hy-
draulic resistance multipliers and these derived from experimental
data have almost always been found to be less than 5%~with only
one exception which is only marginally outwith this range!. As a
variety of common geometries have been covered in the current
study, it is considered appropriate to conclude that an uncertainty

Fig. 4 Hydraulic resistance multiplier for two rods-flat plates passage

Table 1 Hydraulic resistance multiplier for flow between tube bundles
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of about 5% on the estimation of the hydraulic resistance multi-
plier can normally be expected for the multichannel method.

5 Conclusions
An approach has been developed for estimating the hydraulic

resistance multiplier for arbitrary shaped noncircular flow pas-
sages. This enables a friction coefficient to be calculated. The
method has been applied to a number of common geometries and
the results are mostly within 5% of experimental data. The main
advantage of the method is that it can readily be used for any
noncircular flow passages, unlike most previous methods, which
always require preknowledge~either from experiments or numeri-
cal simulations! on the flow shape factor or the characteristic
length for the specific channel in question.
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Nomenclature

A,Ai 5 area of the main and subchanneli, respectively, m2

C 5 laminar flow shape factor
De,Dei 5 hydraulic diameter (4A/Pr) of the main and sub-

channeli, respectively, m
f 5 fanning friction coefficient

f c 5 fanning friction coefficient for circular pipes
L 5 length, m

Pr ,Pri 5 wetted perimeter of the main and subchanneli, re-
spectively, m

Dp 5 frictional pressure drop, pa
Re 5 Reynolds number,UDe /n
U 5 velocity, m/s

W,Wi 5 mass flow rate of the main and subchanneli, re-
spectively, kg/s

a 5 pressure ratio,Dp1 /Dp
l 5 hydraulic resistance multiplier
m 5 dynamic viscosity, kg s21 m21

r 5 density, kg/m3

Subscripts

1,2,3 5 subchannel numbers
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Frictional Resistance of
Antifouling Coating Systems
An experimental study has been made to compare the frictional resistance of several ship
hull coatings in the unfouled, fouled, and cleaned conditions. Hydrodynamic tests were
completed in a towing tank using a flat plate test fixture towed at a Reynolds number
~ReL! range of 2.83106–5.53106 based on the plate length and towing velocity. The
results indicate little difference in frictional resistance coefficient~CF! among the coat-
ings in the unfouled condition. Significant differences were observed after 287 days of
marine exposure, with the silicone antifouling coatings showing the largest increases in
CF . While several of the surfaces returned to near their unfouled resistance after clean-
ing, coating damage led to significant increases in CF for other coatings. The roughness
functionDU1 for the unfouled coatings showed reasonable collapse to a Colebrook-type
roughness function when the centerline average height~k50.17Ra! was used as the
roughness length scale. Excellent collapse of the roughness function for the barnacle
fouled surfaces was obtained using a new roughness length scale based on the barnacle
height and percent coverage.@DOI: 10.1115/1.1845552#

Introduction

The settlement and subsequent growth of flora and fauna on
surfaces exposed in aquatic environments is termed biofouling.
Biofouling on ship hulls leads to increased surface roughness,
frictional resistance, and fuel consumption, e.g.@1–6#. A recent
paper by Townsin@7# provides a comprehensive review of much
of the research in this area. In order to control the problem, anti-
fouling ~AF! coatings are used. Most of these coatings incorporate
biocides which are toxic to marine organisms. The environmental
impact of tributyl tin ~TBT! biocides in AF coatings has led to
their ban on vessels of length,25 m in most industrialized coun-
tries @8#, and a worldwide ban on the application of TBT AF
coatings on all vessels was imposed by the International Maritime
Organization in 2003@9#. Copper-based coatings are the primary
replacement for TBT coatings, but they are less effective in con-
trolling fouling and may also become the target of environmental
legislation. For this reason, there has been a great deal of interest
in developing non-toxic replacements, e.g.,@10,11#. The most
promising alternatives to date are polydimethylsiloxane~PDMS!
silicone elastomer coatings@12,13#. These coatings, termed foul-
ing release, do not prevent fouling settlement@14# but reduce the
adhesion strength of the fouling organisms by an order of magni-
tude or more compared to traditional AF coatings@15#. Since
fouling-release coatings do not prevent fouling, they must be eas-
ily cleaned mechanically or be self-cleaning at operational speeds
in order to be effective@16#.

The effect of hull condition is of great importance to the per-
formance of marine vehicles. Skin friction on some hull types can
account for as much as 90% of the total drag even when the hull
is free of fouling@17#. For this reason, understanding and predict-
ing frictional drag has been the focus of a substantial body of
research. Several previous investigations have looked at the effect
of surface roughness on the frictional drag of unfouled marine
paints. These include studies by Musker@18#, Townsin et al.@19#,
Granville @20#, Medhurst @21#, and Grigson@22#. Most of this
work centered on characterizing the change in roughness and drag
of the self polishing copolymer~SPC! TBT systems. No effort to

address the effect of fouling was made. This was likely due to the
fact that the TBT systems provided long term fouling control with
minimal fouling settlement.

A great deal of research has also been devoted to studying the
effects of fouling on drag. Much of this has addressed calcareous
macrofouling ~e.g., barnacles, oysters, etc.! and is reviewed in
Marine Fouling and Its Prevention@23#. Similar studies focusing
on the effect of plant fouling and biofilms date back to McEntee
@24#. Further work to better quantify the effect that slime films
have on drag was carried out by Benson et al.@2#, Denny @3#,
Watanabe et al.@5#, and Picologlou et al.@25#. More recently,
Lewthwaite et al.@4# and Haslbeck and Bohlander@26# conducted
full-scale ship tests to determine the effect of fouling on the drag
of copper-based coatings. Schultz and Swain@27# and Schultz
@28# used laser Doppler velocimetry to study the details of turbu-
lent boundary layers developing over biofilms and filamentous
algae, respectively. The results of all these studies indicate that
relatively thin fouling layers can significantly increase drag.

Despite the fairly large body of research that has been con-
ducted, there are little if any reliable data available to compare the
hydrodynamic performance of the nontoxic, fouling-release sur-
faces with the biocide-based systems over the coating life cycle.
Some preliminary data from Candries et al.@11# seem to indicate
that in the unfouled condition, fouling-release systems may have
slightly less frictional resistance than traditional AF coatings de-
spite having a larger mean roughness. These results have yet to be
validated and no data were offered for fouled coatings or for
fouled coatings that have been cleaned. The purpose of the present
research is to compare the performance of fouling-release coatings
with biocide-based AF coatings in the unfouled, fouled, and
cleaned conditions.

Background
The mean velocity profile in the inner portion of a turbulent

boundary layer, outside of the viscous sublayer, can be expressed
as the classical log law

U15
1

k
ln~y1!1B. (1)

Clauser@29# contended that the mean velocity profile in the inner
layer of rough wall flows also exhibits a log law with the same
slope as that of the smooth wall outside the roughness sublayer.
The log-law intercept, however, is shifted downward from that of
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the smooth wall. The downward shift is called the roughness func-
tion DU1, and can be used to express the log law over rough
walls as follows:

U15
1

k
ln~y1!1B2DU1. (2)

DU1 is a function of the roughness Reynolds numberk1 defined
as the ratio of the roughness length scalek to the viscous length
scalen/Ut .

Clauser@29# and Hama@30# both proposed that the outer region
of the boundary layer for both smooth and rough walls obeys the
velocity defect law given as

Ue2U

Ut
5 f S y

d D . (3)

The physical implication of a universal defect law is that the mean
velocity in the outer layer is independent of surface condition
except for the effect that it has onUt . Experimental support for a
universal velocity defect profile on smooth and rough walls can be
found in recent studies by Krogstad and Antonia@31# and Schultz
and Flack@32#. Hama@30# showed that by evaluating Eqs.~1!–~3!
for y5d at the same value of the displacement thickness Rey-
nolds number Red* , the roughness function can be expressed as

DU15SA2

cf
D

S

2SA2

cf
D

R

. (4)

Granville @20# offers an alternative method for determining the
roughness function indirectly. In this method, the overall frictional
drag of a flat plate covered with a given roughness is related to the
local wall shear stress and mean velocity profile at the trailing
edge of the plate. The analysis is based on the assumption of
boundary layer similarity for rough and smooth walls as expressed
in Eqs.~1!–~3!. Granville’s procedure involves comparing theCF
values of smooth and rough plates at the same value of ReL CF .
The resulting equations fork1 andDU1 are given in Eqs.~5! and
~6!, respectively.

k15S k

L D S ReL CF

2 D SA 2

CF
D

R
F12

1

k SACF

2 D
R

1
1

k S 3

2k

2DU18D S CF

2 D
R
G (5)

DU15SA 2
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D

S

2SA 2
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D

R

219.7F SACF
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S

2SACF
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R
G

2
1

k
DU18SACF

2 D
R

(6)

Further details of the development of these equations are given in
@20#. Recent results by Schultz and Myers@33# show good agree-
ment between the roughness functions determined by Granville’s
method and those measured directly using the local mean velocity
profile. It is of note that onceDU15 f (k1) for a roughness, it can
be used in a computational boundary layer code or a similarity
law analysis@34# to predict the drag of any body covered with that
roughness.

Experimental Facilities and Method
The experiments were conducted in the 115 m long towing tank

facility at the United States Naval Academy Hydromechanics
Laboratory, Annapolis, Maryland. The experimental facilities and
method used in the present study were similar to those used by
Schultz@35#. The width and depth of the tank are 7.9 m and 4.9 m,
respectively. The towing carriage has a velocity range of 0–7.6
m/s. In the present study, the towing velocity was varied between
2.0 and 3.8 m/s (ReL52.83106– 5.53106). The velocity of the
towing carriage was measured and controlled using an encoder on
the rails that produce 4000 pulses/m. Using this system, the pre-
cision uncertainty in the mean velocity measurement was,0.02%
over the entire velocity range tested. The working fluid in the

Fig. 1 Schematic of the flat plate test fixture
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experiments was fresh water, and the temperature was monitored
to within 60.05°C during the course of the experiments using a
thermocouple with digital readout.

Figure 1 shows a schematic of the test fixture and plate. The flat
test plate was fabricated from 304 stainless steel sheet stock and
measured 1.52 m in length, 0.76 m in width, and 3.2 mm in
thickness. Both the leading and trailing edges were filleted to a
radius of 1.6 mm. No tripping device was used to stimulate tran-
sition. The overall drag of the plate was measured using a Model
HI-M-2, modular variable-reluctance displacement force trans-
ducer manufactured by Hydronautics Inc. An identical force trans-
ducer, rotated 90° to the drag gauge, was included in the test rig to
measure the side force on the plate. The purpose of the side force
gage was to ensure precise alignment of the plate. This was ac-
complished by repeatedly towing the plate at a constant velocity
and adjusting the yaw angle of the test fixture to minimize the side
force. Once this was done, no further adjustments were made to
the alignment over the course of the experiments. The side force
was monitored throughout to confirm that the plate alignment did
not vary between test surfaces. Both of the force transducers used
in the experiments had load ranges of 0–110 N. The combined
bias uncertainty of the gages is60.25% of full scale. Data were
gathered at a sampling rate of 100 Hz and were digitized using a
16-bit analog-to-digital converter. The sampling duration ranged
from 30 s per test run at the lowest Reynolds number to 10 s per
test run at the highest Reynolds number. The overall drag was first
measured with 590 mm of the plate submerged. This was repeated
with 25 mm of the plate submerged in order to find the wavemak-
ing resistance tare. The difference between the two was taken to
be the frictional resistance on the two 565 mm wide by 1.52 m
long faces of the plate. The tests were repeated three times for
each surface and Reynolds number. The results presented are the
means of these runs.

Five antifouling coating systems were tested. Two of these were
PDMS silicone AF systems, which will be referred to as silicone 1
and 2. One was an ablative copper AF system, typical of that
presently used by the U.S. Navy on its surface combatants. SPC
copper and SPC TBT paint systems were also tested. All of the
paints were applied as directed by the paint manufacturer using
the suggested surface preparation, primer, and tiecoat. The paint
application was carried out by the Naval Surface Warfare Center-
Carderock, Paints and Processes Branch~Code 641! using airless
spray. Three control surfaces were also tested. These included test
plates covered with 60-grit and 220-grit wet/dry sandpaper and a
polished smooth surface. The surface profiles of all the test plates
before exposure in the marine environment and after cleaning
were measured using a Cyber Optics laser diode point range sen-
sor laser profilometer system mounted to a Parker Daedal two-
axis traverse with a resolution of 5mm. The resolution of the
sensor is 1mm with a laser spot diameter of 10mm. Data were
taken over a sampling length of 50 mm and were digitized at a
sampling interval of 25mm. Ten linear profiles were taken on
each of the test surfaces. A single three-dimensional topographic
profile was made on each of the surfaces by sampling over a
square area 2.5 mm on a side with a sampling interval of 25mm.

The antifouling coatings were tested in three different condi-
tions; unfouled, fouled, and cleaned. The unfouled condition was
the as-applied painted surface, prior to marine exposure. The
fouled condition was after exposure in the Severn River~Annapo-
lis, Maryland! from September 16, 2002 until June 30, 2003~287
days!. The cleaned condition was the test surface after removal of
the fouling using a nylon brush. It should be noted that the control
test surfaces were not exposed in the marine environment. The
exposure site at the U.S. Naval Academy was located near the
confluence of the Severn River and the Chesapeake Bay~Annapo-
lis, Maryland!. The test plates were held vertically at;0.2 m

Table 1 Fouling coverage for the AF surfaces after 287 days exposure. Results are expressed
in accordance with ASTM D3623 †36‡.

Test
surface

Total
fouling

coverage
~%!

Slime
~%!

Hydroids
~%!

Barnacles
~%! Fouling description

Silicone 1 75 10 5 60 Uniform coverage of barnacles
~;6 mm in height!

Silicone 2 95 15 5 75 Uniform coverage of barnacles
~;7 mm in height!

Ablative
copper

76 75 0 1 Dense layer of diatomaceous and
bacterial slime with very isolated

barnacles~;5 mm in height!
SPC copper 73 65 3 4 Moderate layer of diatomaceous

and bacterial slime with isolated
barnacles~;5 mm in height!

SPC TBT 70 70 0 0 Light layer of diatomaceous and
bacterial slime~;1 mm in height!

Table 2 Roughness statistics for all test surfaces in the unfouled and cleaned condition

Test surface

Unfouled Cleaned

Ra
~mm!

Rq
~mm!

Rt
~mm!

Ra
~mm!

Rq
~mm!

Rt
~mm!

Silicone 1 1262 1462 6667 1062 1362 76611
Silicone 2 1462 1762 8568 1961 2361 142621
Ablative
copper

1361 1661 8366 1161 1461 776 5

SPC copper 1561 1861 97610 1862 2362 1126 5
SPC TBT 2061 2462 12969 2262 2762 1356 7
60-grit SP 12665 16067 983689 NA NA NA
220-grit SP 3062 3862 275617 NA NA NA
Smooth ,1 ,1 ,1 NA NA NA

Note: Uncertainties represent 95% confidence precision error bounds.

Journal of Fluids Engineering NOVEMBER 2004, Vol. 126 Õ 1041

Downloaded 03 Jun 2010 to 171.66.16.153. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



below the mean low water level. The plates were exposed and the
fouling coverage was evaluated according to ASTM D3623@36#.
The water temperature at the exposure site ranged from 1°C to
27°C and the salinity from 4 ppt to 10 ppt during the exposure
period. The fouling coverage after 287 days is given in Table 1.
After hydrodynamic testing, the fouled plates were cleaned using
a nylon brush and a garden hose. The surface roughness of the test
surfaces in the unfouled and cleaned condition is given in Table 2.

Uncertainty Estimates
Precision uncertainty estimates for the frictional drag measure-

ments were made through repeatability tests using the standard
procedure outlined by Moffat@37#. Three replicate towing tests
were made with each surface at each Reynolds number. The stan-
dard error forCF was then calculated. The 95% precision confi-
dence limits for a mean statistic were obtained by multiplying the
standard error by the two-tailedt value (t54.303) for two degrees
of freedom given by Coleman and Steele@38#. The resulting pre-
cision uncertainties inCF were<61% for all the tests. The over-
all precision and bias error was dominated by the systematic error
due to the combined bias of the force gages~60.25% of full
scale!. The resulting precision and bias uncertainty inCF ranged
from 65% at the lowest Reynolds number to62% at the highest
Reynolds number. To insure the accuracy of the results, the con-
trol sandpaper and smooth test plates were run periodically
throughout the experiments to check that the resulting meanCF
value was within the precision uncertainty bounds that had previ-
ously been obtained. The overall precision and bias error for the
roughness functionDU1 ranged from616% or 0.2~whichever is
larger! at the lowest Reynolds number to66% or 0.1~whichever
is larger! at the highest Reynolds number.

Results and Discussion
The presentation of the results and discussion will be organized

as follows. First, the frictional resistance results will be presented
for the test surfaces in the unfouled, fouled, and cleaned condi-
tions. These results will then be used to develop a relationship
between the physical surface roughness and the roughness func-
tion DU1. Finally, the frictional resistance will be scaled up to
ship scale using similarity law analysis to determine the likely
effect of these forms of roughness on ship frictional resistance.

Frictional Resistance,CF . The results of the frictional resis-
tance tests for the surfaces in the unfouled condition are presented
in Fig. 2. The Kármán-Schoenherr friction line for a smooth plate
is also shown for comparison@39#. This friction line is defined as

0.242

ACF

5 log~ReL CF!. (7)

The present smooth plate results agree within;1% with the
Kármán-Schoenherr friction line as was also observed in a previ-
ous investigation in this facility@35#. At the lowest Reynolds
number, the AF test surfaces all showed an increase inCF com-
pared to the smooth control. Silicone 1 and 2 had the smallest
increase~1%!, while the SPC TBT surface had the largest one
~4%!. It should be noted that while all of the AF surfaces had
higher frictional resistance at the lowest Reynolds number than
the smooth control, the differences were within the experimental
uncertainty of the measurements. The 60-grit and 220-grit sand-
paper controls exhibited increases inCF of 66% and 17%, respec-
tively, compared to the smooth test surface at the lowest Reynolds
number. The effect of the surface roughness became larger with
increasing Reynolds number. The increase inCF for the AF sur-
faces ranged from 4% for silicone 1 to 8% for the SPC TBT
surface at the highest Reynolds number. These differences are
beyond the combined experimental uncertainty of the measure-
ments and can be considered significant. The 60-grit and 220-grit
sandpaper controls had increases inCF of 83% and 31%, respec-

tively, at the highest Reynolds number. Although the silicone
fouling-release surfaces tended to have lower frictional resistance
than the other AF surfaces over the entire range of Reynolds num-
ber tested, the differences observed were within the experimental
uncertainty. A trend of lower drag on silicone fouling-release sur-
faces than for traditional AF paints was also noted by Candries
et al.@11#. In the present case, the lower drag can be explained by
the fact that the silicone surfaces were smoother than the other AF
surfaces~Table 2!. However, Candries et al.@11,40# noted lower
drag even when the silicones were rougher than traditional AF
surfaces. They attributed the lower drag to the longer wavelength
of the roughness inherent for silicone coatings. Figure 3 shows
representative surface profiles for Silicone 1 and the ablative cop-
per coating that illustrate the differences in the roughness between
silicones and traditional biocide-based AF coatings. It can be seen
that the silicone roughness is populated by longer wavelengths
than the copper surface. The wave-number spectra for the two
surfaces presented in Fig. 4 clearly show a greater contribution to
the roughness from the low wave-number scales on the silicone as
compared to the copper surface. The relationship between the sur-
face roughness and the increase in drag will be discussed further
in the roughness function section.

The results of the frictional resistance tests for the surfaces in
the fouled condition are presented in Fig. 5. All of the fouled
surfaces exhibited a significant increase in frictional resistance
compared to the smooth control over the entire Reynolds number
range. The increase was greatest for the two silicone plates, which
hadCF values three to four times higher than the smooth surface.
These surfaces, not surprisingly, had the heaviest coverage of bar-
nacles. These results indicate that if silicones are to be effective
ship hull coatings they must be capable of hydrodynamic self-
cleaning or be easily cleaned mechanically. The towing speeds in
the present study were not high enough to cause significant self-
cleaning of the coating. Further studies are needed in which the
coated surfaces are towed at higher speeds in order to address the
possible effect of self-cleaning on the drag. The ablative copper
and SPC copper surfaces, which showed much lighter barnacle
fouling ~1%–4%!, had increases inCF that ranged from 87%–
138%. The present results support findings of the classic pontoon
resistance experiments carried out by Kempf@1# which also
showed very large increases in frictional resistance with barnacle
fouling. Recently, similar results were obtained in uncoated pipe
flow experiments over barnacles by Leer-Andersen and Larsson

Fig. 2 Overall frictional resistance coefficient versus Rey-
nolds number for all test surfaces in the unfouled condition.
„Overall uncertainty in CF : Á2% at highest Reynolds number;
Á5% at lowest Reynolds number. …
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@6#. It is of note that the SPC TBT surface showed an increase in
CF of 58%–68%, despite being covered with only a thin layer of
slime. This supports the observations of Schultz and Swain@27#
and Haslbeck and Bohlander@26# that show that surfaces covered
with a light biofilm, otherwise free of calcareous fouling, can
exhibit a significant increase in drag. The relationship between the
fouling coverage and the increase in drag will be discussed further
in the roughness function section. It should be noted that the

present drag tests were carried out in fresh water, not the estuarine
water that the fouling developed in. However, there was little
difference visually in the fouling before and after exposure to the
fresh water, and the invertebrate organisms, such as barnacles,
remained alive. Also, since the salinity of the estuarine water was
low, it is not felt that testing in fresh water caused undue stress on
the fouling or significantly affected the results.

The results of the frictional resistance tests for the surfaces in
the cleaned condition are presented in Fig. 6. All the AF surfaces
showed an increasedCF as compared to the smooth control at the
lowest Reynolds number. Silicone 1 and the ablative copper
showed the smallest increase~3%!, while the SPC TBT surface
had the largest drag increment~7%!. However, these differences
were within the experimental uncertainty of the measurements.
The effect of the surface roughness was more pronounced at

Fig. 3 Plan view of the surface waveform for „a… silicone 1
specimen; „b… Ablative copper specimen. „Overall uncertainty:
y direction, Á1 mm; x and z directions, Á5 mm.…

Fig. 4 Wave-number spectra of the surface waveforms for sili-
cone 1 and ablative copper

Fig. 5 Overall frictional resistance coefficient versus Rey-
nolds number for all test surfaces in the fouled condition after
287 days exposure. „Overall uncertainty in CF : Á2% at highest
Reynolds number; Á5% at lowest Reynolds number. …

Fig. 6 Overall frictional resistance coefficient versus Rey-
nolds number for all test surfaces in the cleaned condition.
„Overall uncertainty in CF : Á2% at highest Reynolds number;
Á5% at lowest Reynolds number. …
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higher Reynolds number. The increase inCF for the AF surfaces
ranged from 5% for silicone 1 to 15% for silicone 2 compared to
the smooth control at the highest Reynolds number. These differ-
ences are greater than the combined experimental uncertainty of
the measurements and are considered significant. The ablative
copper and silicone 1 both returned to nearly their unfouled fric-
tional resistance, while silicone 2 and the SPC TBT showed sig-
nificant increases in resistance. The roughness on the ablative cop-
per, silicone 1, and the SPC TBT did not change from the
unfouled to the cleaned conditions~Table 2!, while the roughness
on silicone 2 increased. It is believed that isolated coating damage
due to exposure and cleaning led to increased drag on the SPC
TBT surface, although it was isolated enough not to significantly
affect the measured roughness statistics. The differences in sur-
face roughness and how they relate to the frictional resistance will
be discussed further in the roughness function section.

Roughness FunctionDU¿. The roughness functionsDU1

for the test surfaces in the unfouled, fouled, and cleaned condition
were found by means of the similarity law analysis of Granville
@20# developed for flat plates. This was carried out by solving Eqs.
~5! and~6! iteratively fork1 andDU1, respectively. It should be
noted that the choice ofk for a given roughness has no effect on
the calculatedDU1 despite its apparent dependence onk through
the DU18 term in Eqs.~5! and ~6!. This is because the effect of
changingk on DU1 is to simply move the curve along the ab-
scissa without changing its slope. The roughness function results
for all the test surfaces in the unfouled condition are shown in Fig.
7 and for the unfouled AF surfaces in Fig. 8. Shown for compari-
son is the roughness function for uniform sand given by Schlich-
ting @41# based on the classical experiments of Nikuradse@42# and
a Colebrook-type roughness function of Grigson@22# for random
roughness given as

DU15
1

k
ln~11k1!. (8)

The roughness functions for the rough sandpaper controls show
excellent agreement with a Schlichting uniform sand roughness
function usingk50.75Rt . This was also observed in previous
investigations by the present author using a range of direct and
indirect methods to obtainDU1 @32,33#. All of the roughness
length scales in Table 2, as well as moments of the wavenumber

spectra~i.e., Townsin et al.@19#!, the mean absolute roughness
slope~i.e., Musker@18#! and combinations thereof, were consid-
ered as possible roughness length scales for the unfouled AF sur-
faces. The best fit of these results was found using a simple mul-
tiple of the centerline average height,Ra , ask. Ra was suggested
to be a suitable roughness scaling parameter for sanded paint sur-
faces by Schultz and Flack@32#. With k50.17Ra , 75% of the
variance ~i.e., R250.75) in DU1 could be explained using a
Colebrook-type roughness function@Eq. ~8!#. The results pre-
sented in Figs. 7 and 8 show that reasonable agreement is obtained
using this scaling considering the relatively large uncertainty in
DU1 as k1→0. Candries et al.@40# assert that a roughness pa-
rameter based on bothRa and the mean absolute slope adequately
collapses a range of unfouled AF surfaces. This scaling was tried
in the present study, but did no better job of collapsing the results
thanRa alone. It is of note that the scatter inDU1 in the study of
Candries et al. was larger than in the present study. The results
seem to indicate that the differences in roughness wavelength ob-
served between the silicones and traditional AF paints in this
study ~see Figs. 3 and 4! are not large enough to significantly
influence the frictional drag.

The roughness functions for the fouled surfaces are presented in
Fig. 9. In order to develop suitable scaling parameters for the
fouled surfaces it was decided to divide the surfaces into those
with barnacle fouling and those without~only the SPC TBT sur-
face!. In developing a scaling parameter for the surfaces with
barnacle fouling, it was assumed that the largest roughness heights
~i.e., the height of the largest barnacles! have the dominant influ-
ence on drag and that effect of increased percent coverage of
barnacles on drag is largest for small coverage and smaller for
large coverage. These assumptions were gleaned from the present
results and the pipe flow experiments of Leer-Andersen and Lars-
son@6#, as well as the observations of Bradshaw for typical rough-
ness types@43#. Based on this, the following roughness length
scale was developed for the barnacle-fouled surfaces:

k50.059Rt~% Barnacle Fouling!1/2. (9)

Rt here is taken to be the height of the largest barnacles, given in
the last column of Table 1. Using this scaling, excellent collapse
(R250.98) is obtained for the present results with a Colebrook-
type roughness function@Eq. ~8!#. Further study is needed to as-
sess the validity of this scaling on a range of fouled surfaces and

Fig. 7 Roughness function for all test surfaces in the unfouled
condition. †Overall uncertainty in DU¿: Á6% or Á0.1 „which-
ever is larger … at highest Reynolds number; Á16% or Á0.2
„whichever is larger … at lowest Reynolds number. ‡

Fig. 8 Roughness function for the AF test surfaces in the un-
fouled condition. †Overall uncertainty in DU¿: Á6% or Á0.1
„whichever is larger … at highest Reynolds number; Á16% or
Á0.2 „whichever is larger … at lowest Reynolds number. ‡
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its applicability to other calcareous fouling types. The SPC TBT
remained free of barnacle fouling over the course of exposure and
was covered with only a light slime film. The roughness function
for this surface collapsed well (R250.90) with a Colebrook-type
roughness function@Eq. ~8!# using k50.11Rt , where Rt is the
estimated thickness of the slime film using a wet film paint thick-
ness gauge, given in the last column of Table 1. The slime film
thickness measurement procedure is described in greater detail in
Schultz and Swain@27#.

The roughness functions for the cleaned surfaces are presented
in Fig. 10. It was decided to use the same roughness scaling for
the cleaned AF surfaces as for the unfouled surfaces (k
50.17Ra). As can be seen in Fig. 10, this choice ofk gives poor
collapse of the results. Other choices did not yield significant

improvement. It is felt that the inability to collapse results for the
cleaned surfaces stems from small areas of coating damage due to
exposure in the marine environment and subsequent cleaning. The
likelihood of these areas being randomly sampled when the
roughness height measurements are made is small. However, the
effect of the damage on the overall frictional resistance of the
surface is quite significant. Further work is, therefore, needed to
identify a robust roughness scaling parameter and sampling rou-
tine suitable for a wider range of coating types and conditions.

Frictional Resistance, CF , at Ship-Scale. Granville @34#
gives a similarity law procedure for calculating the effect of a
given roughness on the frictional resistance of a planar surface of
arbitrary length using the roughness function obtained for a flat
plate in a lab. This was carried out using the present highest Rey-
nolds number results for a plate length,L, of 150 m. This length
was selected because it is representative of many midsized mer-
chant ships as well as Naval surface combatants such as frigates
and destroyers. Figure 11 shows the results of the similarity law
analysis for all surfaces in the unfouled, fouled, and cleaned con-
ditions for U'6.2 m/s ~12 knots!. The results are presented as
percent increase inCF compared to a smooth surface. The in-
crease inCF for the AF surfaces in the unfouled condition ranged
from 3% for silicone 1 to 6% for the SPC TBT surface. This
indicates that only small differences in the performance of these
coatings are likely when a ship is freshly out of drydock. The
60-grit and 220-grit sandpaper controls had increases inCF of
59% and 22%, respectively.

The increase inCF for the AF surfaces in the fouled condition
ranged from 50% for SPC TBT to 217% for the silicone 2. The
two silicone surfaces had the largest increase in frictional resis-
tance with the biocide-based AF systems showing smaller in-
crease. This indicates that silicones will likely provide signifi-
cantly poorer performance than biocide-based systems if
hydrodynamic self-cleaning is not possible or if mechanical clean-
ing is not utilized. The increase inCF for the AF surfaces in the
cleaned condition ranged from 3% for silicone 1 to 11% for sili-
cone 2. It is of note that the frictional resistance for silicone 1,
ablative copper, and SPC copper returned to within 1% of the
unfouled condition, while silicone 2 and SPC TBT had increases
of 7% and 4%, respectively, compared to the unfouled resistance.
This difference is likely due to small areas of coating damage that
were discussed previously.

Conclusion
An experimental study of the surface roughness and frictional

resistance of a range of modern antifouling paint systems has been

Fig. 9 Roughness function for the AF test surfaces in the
fouled condition after 287 days exposure. †Overall uncertainty
in DU¿: Á6% or Á0.1 „whichever is larger … at highest Reynolds
number; Á16% or Á0.2 „whichever is larger … at lowest Rey-
nolds number. ‡

Fig. 10 Roughness function for the AF test surfaces in the
cleaned condition. †Overall uncertainty in DU¿: Á6% or Á0.1
„whichever is larger … at highest Reynolds number; Á16% or
Á0.2 „whichever is larger … at lowest Reynolds number. ‡

Fig. 11 Increase in CF at ship-scale „LÄ150 m… for the test
surfaces in the unfouled, fouled, and cleaned conditions for U
É6.2 mÕs „12 knots …
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made. The results indicate little difference inCF among the paint
systems in the unfouled condition. Significant differences, how-
ever, were observed inCF among the paint systems in the fouled
condition, with the silicone surfaces showing the largest increases.
While some of the antifouling systems returned to near their un-
fouled resistance after cleaning, coating damage led to significant
increases inCF for some coatings. The roughness functionDU1

for the unfouled coatings shows reasonable collapse to a
Colebrook-type roughness function when the centerline average
height (k50.17Ra) is used as the roughness length scale. Excel-
lent collapse of the roughness function for the barnacle fouled
surfaces was obtained using a new roughness length scale based
on the barnacle height and percent coverage. Poor collapse of the
roughness function for the cleaned coatings was likely due to
isolated damage.
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Nomenclature

B 5 smooth wall log-law intercept55.0
CF 5 overall frictional resistance coefficient

5(FD)/(1/2rUe
2S)

cf 5 local frictional resistance coefficient5(to)/( 1
2rUe

2)
FD 5 drag force

k 5 arbitrary measure of roughness height
L 5 plate length
N 5 number of samples in surface profile

Red* 5 displacement thickness Reynolds number5Ued* /n
ReL 5 Reynolds number based on plate length5UeL/n
Ra 5 centerline average roughness height51/N( i 51

N uyi u
Rq 5 root mean square roughness height5A1/N( i 51

N yi
2

Rt 5 maximum peak to through height5ymax2ymin
S 5 wetted surface area
U 5 mean velocity in the x direction

Ue 5 freestream velocity relative to surface
Ut 5 friction velocity5Ato /r

DU1 5 roughness function
x 5 streamwise distance from plate leading edge
y 5 normal distance from the boundary measured from

roughness centerline
d 5 boundary layer thickness

d* 5 displacement thickness5*0
d(12U/Ue)dy

k 5 von Karman constant50.41
n 5 kinematic viscosity of the fluid
r 5 density of the fluid

to 5 wall shear stress

superscript

1 5 inner variable~normalized withUt or Ut /n)

subscript

min 5 minimum value
max 5 maximum value

R 5 rough surface
S 5 smooth surface
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Added Mass of an Oscillating
Hemisphere at Very-Low and
Very-High Frequencies
A floating hemisphere under forced harmonic oscillation at very-low and very-high fre-
quencies is considered. The problem is reduced to an elliptic one, that is, the Laplace
operator in the exterior domain with Dirichlet and Neumann boundary conditions.
Asymptotic values of the added mass are found with an analytic prolongation for the surge
mode, and with a seminumerical computation with spherical harmonics for the heave one.
The general procedure is based on the use of spherical harmonics and its derivation is
based on a physical insight rather than a mathematical one. This case can be used to test
the accuracy achieved by numerical codes based on other formulations as finite or bound-
ary elements.@DOI: 10.1115/1.1839932#

1 Introduction
This work is concerned with a computation of the added mass

of a floating hemispherical body due to a forced oscillatory mo-
tion of the body in the free surface of an inviscid incompressible
fluid. Two canonical cases are considered, namely those of heave
and surge motions, where these nautical terms are used to describe
a vertical or horizontal oscillation of the body.

The present problem has several applications. For example, the
oscillation of the body implies wave radiation and then it has
interest in wave energy conversion~e.g., see Falnes@1#!. Another
case arise in seakeeping hydrodynamics~e.g., see Ohkusu@2#,
Huang–Sclavounos@3#!, where the hydrodynamic characteristics
of a vessel due to action of surface waves when the wave motion
is small enough compared to the body length can be computed
adopting a linearized theory. Then, the response of a body to
incident waves can be determined from the added-mass and
damping coefficients associated to the forced motions of the body
in the absence of waves, for example, the heave motions of a
semisubmersible platform due to the influence of ocean waves,
e.g., see Hulme@4#. Besides, added mass effects can be recog-
nized in ship vibrations. Although Lamb@5# investigated the ac-
celerated motion of a submerged cylinder, its relevancy in ship
vibrations was only properly recognized from the experimental
work of Nicholls @6# and the mathematical one~using conformal
mapping! of Lewis @7#.

From a physical point of view, the added mass effect comes
from the inertia of an incompressible fluid. For instance, when a
floating shiplike body performs a heave motion and the fluid is
assumed as incompressible, there will be fluid motion between the
hull and the free surface on the downbeat and back again on the
upbeat, see Fig. 1. The added mass effects in this case come from
the pressures transmitted to the hull arising from the inertia of the
fluid. A similar analysis can be made for the surge motion, e.g.,
see Llloyd@8# and Jennings@9#.

The formulation of problems involving floating hemispheres is
analogous to that for the corresponding two-dimensional ones in-
volving circular cylinders and perhaps, as Hulme@10# says, this is
the reason why they have received rather comparatively little at-
tention in the literature. The modern history of this subject began
with Ursell @11# who formulated and solved the boundary value

problem for a semi-immersed heaving circular cylinder, where the
velocity potential is represented as the sum of an infinite set of
multipoles, each satisfying linearized free-surface boundary con-
dition and each being multiplied by a coefficient determined by
requiring the series to satisfy the kinematic boundary condition at
a finite number of points on the cylinder. Grim@12# used a varia-
tion of the Ursell method to solve for the two-parameter Lewis-
form cylinders by conformal mapping onto a circle. Tasai@13# and
Porter @14# using the Ursell approach, obtained the added mass
and damping for oscillating contours mappable onto a circle by
the more general Theodorsen transformation, whereas Ogilvie
@15# computed the hydrodynamics forces on a completely sub-
merged heaving circular cylinder. Frank@16# used an integral for-
mulation where the velocity potential is represented by a distribu-
tion of sources over the submerged cross section; the density of
the sources is an unknown function of the position along the con-
tour to be determined from integral equations found by applying
the kinematic boundary condition on the submerged part of the
cylinder.

Havelock @17# gives an account of the heaving-hemisphere
case, where the solution is found with a method similar to that
used by Ursell for the circular cylinder, that is, the velocity po-
tential is expressed, in spherical polar coordinates, as the sum of a
wave source at the sphere center together with an infinite series of
wave-free potentials. Then, the velocity potential satisfies all the
boundary conditions except for the body surface, and the latter is
used to generate an infinite linear system of equations for the
infinite number of unknowns appearing in the expansion of the
velocity potential. Hulme@10# used an essentially equivalent ap-
proach to Havelock’s one but with several modifications and more
rigorous justification, where the solution is found by means of an
expansion for the velocity potential in terms of an infinity series
of spherical harmonics from which the relevant forces may be
computed.

As it is usual in seakeeping flow problems, the forces exerted
on oscillating bodies are given as the added mass and damping
coefficients, which measure the components of the wave force in
phase with the acceleration and velocity of the body, respectively.
In this work only the former case is considered. The proposed
method is nearly exact in the sense that the numerical solution can
be done with a very high precision, and the results used to deter-
mine the accuracy achieved by other methods, e.g., finite or
boundary elements, that can be used to treat more general body
geometries, e.g., see Nigro et al.@18#, Storti et al. @19,20#, and
D’Elı́a et al.@21–23#.

In this work, the heave and surge modes at very low and very
high frequencies of the unit hemisphere are reformulated as
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boundary value problems extended to the all space, they are
solved by orthogonal expansion by means of spherical harmonics.
In the Hulme’s work, the derivation of the asymptotic form for the
surge-mass coefficient at very high frequencies~v→`! is, as
Hulme says,suggestiverather than conclusive so, an alternative
derivation is given here for the same coefficient where the present
estimation is found closely related to Hulme’s estimate.

2 The Oscillating Unity Hemisphere
An oscillating unity hemisphere in a forced motion is consid-

ered. The unit hemisphere is the open surfacer 51, 0<u<p/2,
0<w<2p, wherer is the radius,u is the azimuthal angle andw is
the circumferential one. Its edge is on the free surface of an irro-
tational and incompressible fluid, without a mean flow, the fluid
depth is assumed as infinity, thez-axis positive downward and the
hydrostatic equilibrium plane isz50, see Fig. 2. Due to the sym-
metry, the Cartesian coordinates (x,y,z) are transformed to the
spherical ones (r ,u,w) as

x5r sinu cosw,

y5r sinu sinw, (1)

z5r cosu,

see Fig. 3. In this work a whole linearized analysis is performed
and for this reason the linearized surface boundary condition at
z50 is only used. As it is well known~e.g., see Newman@24#,
Ogilvie @25#, Ohkusu@2#, Stoker@26#!, the standard free surface
boundary condition of linearized water-wave theory for sinusoidal
time dependence is given by

f ,n5
v2

g
f at z50; (2)

wheref is the velocity potential,f ,n[]f/]n is the normal ve-
locity, n is the unit normal,z50 is the hydrostatic free surface,v
is the circular frequency of the sinusoidal oscillation, andg is the
gravity acceleration.

2.1 Limits at Very-Low and Very-High Frequencies. In
both limit processv→0 andv→` for the linearized free-surface
boundary condition given by Eq.~2!, it will be assumed that the
velocity potentialf, the normal velocityf ,n and the gravity ac-
celerationg remain finites and bounded. Then, on one hand, at
very-low frequencies~v→0! the free-surface boundary Eq.~2!
shrinks to the homogeneous Neumann onef ,n50 atz50, that is,

v→0:5
Df50 in V;

f ,n50 at z50;

f ,n5h at Gb ;

ufu→0 for uxu→`.

(3)

On the other hand, at very-high frequencies~v→`! the free-
surface boundary Eq.~2! shrinks to the homogeneous Dirichlet
onef50 at z50, then

v→`:5
Df50 in V;

f50 at z50;

f ,n5h at Gb ;

ufu→0 for uxu→`.

(4)

In Eqs. ~3! and ~4!, D is the Laplace operator,h5h(u,w) is the
load given by the normal displacement of the mode under consid-
eration, and the last condition is the radiation boundary condition
at infinity. For simplicity, it is assumed that the loadh5h(u,f) is
real, that is, the body motion is in phase with the fluid velocity. It
should be noted that the original linearized flow problem is de-
fined only in the lower regionz<0 but the analysis performed for
the two limit processes of the linearized surface boundary condi-
tion atz50, that is, forv→0 @Very Low Frequencies~VLF!# and
for v→` @Very High Frequencies~VHF!#, suggests that the
boundary conditionsf ,n50 at VLF andf50 at VHF, respec-
tively, could be taken into account at the planez50.

2.2 The Heave and Surge Modes. The heave-mode excita-
tion of the body~vertical oscillation! produces a symmetrical dis-
placement around the vertical axisz and it can be written ash
5cosu, with 0<u<p/2, see Fig. 4. Analogously, the surge-mode
excitation ~horizontal oscillation! produces an antisymmetrical
displacement with respect to the planex50 and it can be written
ash5sinw, with 0<w,2p, see Fig. 5. Once the velocity poten-
tial f is solved for each mode~i.e., the surgef1 and the heavef3

ones!, the added massAi j in the i degree of freedom due to a
harmonic unity excitation on thej-direction is computed as the
surface integral

Ai j 52rE
Gb

dG f if ,n
j , (5)

Fig. 1 Sketch of the movement of an incompressible fluid in
shiplike vibration due to a heave motion

Fig. 2 Geometrical description of a seakeeping-like flow:
Original problem „left … and extended to the upper plane „right …

Fig. 3 Cartesian coordinates „x ,y ,z… and spherical ones
„r ,u,w…

Fig. 4 The heave load h „u,w…Äcos u, with 0 ÏuÏpÕ2
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over the body surfaceGb , wherei 5 j 51 for the surge mode and
i 5 j 53 for the heave one, e.g., see Ohkusu@2#, Newman@24#.
Then, the added mass coefficient is obtained asAi j8 5Ai j /(rV),

whereV5( 2
3)pR3 is the body volume of the hemisphere andr is

the fluid density.

3 The Extended Flow Problems
By symmetry, Eqs.~3! and~4! can be reproduced extending the

flow problem to upper regionz,0 by means of a reflection with
respect to the planez50 and extending the loadh5h(u,f) in an
appropriate way. For instance, the homogeneous Neumann bound-
ary condition is obtained when the loadh is extended in a sym-
metrical way, i.e.,h(x,y,z)5h(x,y,2z), while the homogeneous
Dirichlet one is obtained when the loadh is extended in an anti-
symmetrical way, i.e.,h(x,y,z)52h(x,y,2z). It should be
noted that the planez50 is not really necessary in the subsequent
analysis since the surface load extensionautomaticallysatisfied
the suggested linearized boundary conditionsf ,n50 at VLF and
f50 at VHF, respectively.

3.1 The Extended Heave-Modes at VLF and VHF. The
extended heave loads at VLF and VHF are obtained from the
sphere ones as

h5ucosuu for low frequencies~v→0!,
(6)

h5cosu for high frequencies~v→`!,

where now 0<u<p due to the extension to upper regionz,0.
Then, the boundary value problem of the heave-mode at very-low
frequencies~v→0! is written as

extended heave-mode at VLF

~v→0!:5
Df50 in V8;

f ,n5ucosuu at Gb8 ;

f ,n50 at z50;

ufu→0 for uxu→`;

(7)

see Fig. 6, whereV85VeøVe8 is the extended flow domain,Ve

and Ve8 are the flow domain exterior to the hemisphere and its
extension through the reflection planez50, respectively, andGb8
is extended hemisphere surface through the same plane. Due to
the module on source term,ucosuu, this case does not have, in

general, a closed solution, and whence it must be found with other
resources like spherical harmonics, as considered in this work.

Analogously, the boundary value problem of the heave-mode at
very-high frequencies~v→`! is written as

extended heave-mode at VHF

~v→`!:5
Df50 in V8;

f ,n5cosu at Gb8 ;

f50 at at z50;

ufu→0 for uxu→`;

(8)

see Fig. 7 where, since the free surface boundary condition for
VHF is f50, its right hand side term has been extended in an
anti-symmetric way and, then, it is equivalent to a sphere in infi-
nite medium.

3.2 The Extended Surge-Mode. On the other hand, the ex-
tended surge loads at the VLF and VHF, e.g., see Figs. 8 and 9,
are

H h5sinw sinu for low frequencies~v→0!;

h5sinw sinu sign$cosu% for high frequencies~v→`!.
(9)

Then, the boundary value problem of the surge-mode at very-low
frequencies~v→0! is written as

extended surge-mode at VLF

Fig. 5 The surge load h „u,w…Äsin w sin u, with 0 ÏwË2p and
0ÏuËpÕ2

Fig. 6 Symmetrical load extension hÄzcos uz for the heave-
mode at very-low frequencies v\0

Fig. 7 Antisymmetrical load extension hÄcos u for the heave-
mode at very-high frequencies v\`

Fig. 8 The load extension hÄsin w sin u for the surge-mode at
Very Low Frequencies „VLF… „v\0…

Fig. 9 The load extension hÄsin w sin u sign ˆcos u‰ for the
surge-mode at Very High Frequencies „VHF… „v\`…
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~v→0!:5
Df50 in in V8;

f ,n5sinw sinu at Ge8 ;

f ,n50 at z50;

ufu→0 for uxu→`;

(10)

and the boundary value problem at very-high frequencies~v→`!
is written as

extended surge-mode at VHF

~v→`!:5
Df50 in V8;

f ,n5sinw sinu sign$cosu% at Ge8 ;

f50 at z50;

ufu→0 for uxu→`.

(11)

4 Solution of the Extended Flow Problems
The extended flow problems can be solved, for instance, in an

analytical way or by series. The solutions for the extended flow
problems corresponding to the heave-mode at VHF~v→`! and
surge-mode at VLF~v→0!, are the same of a sphere in an infinity
medium and uniform velocity, so the additional mass is half the
displaced mass, that is,

H A33~v→`!5
p

3
rR3;

A11~v→0!5
p

3
rR3.

(12)

In the other two cases, the heave-mode at VLF~v→0! and the
surge-mode at VHF~v→`!, are not that easy to obtain, so the
solutions are found expanding the sources by means of spherical
harmonics.

5 Spherical Harmonics
The exterior potential problem

H Df50 for r .1;

f5 f ~u,w! at at r 51;
(13)

where f5f~u,w! is solved expanding the functionf (u,w) in
terms of the harmonics

f ~u,w!5(
n50

`

an0Pn~cosu!1(
n50

`

(
m51

n

@anm cos~mw!

1bnm sin~mw!#Pn
m~cosu!, (14)

where Pn(u) are the Legendre polynomials, withu5cosu,
Pn

m(u)5(12u2)m/2dmPn /dum are the associated ones, while the
coefficients are given by

an05
2n11

4p E
r 51

dG f ~u,w!Pn~cosu!, (15)

anm5
2n11

2p

~n2m!!

~n1m!! Er 51
dG f ~u,w!Pn

m~cosu!cosmw,

(16)

bnm5
2n11

2p

~n2m!!

~n1m!! Er 51
dG f ~u,w!Pn

m~cosu!sinmw,

(17)

where dG5sinu dw du is the differential of the solid angle in
spherical coordinates. Once this expansion is computed, the exte-
rior potential can be written as

f~r ,u,w!5(
n50

`

Yn~u,w!r 2~n11!, (18)

where

Yn~u,w!5an0Pn~cosu!1 (
m51

n

@anm cos~mw!

1bnm sin~mw!#Pn
m~cosu!. (19)

Then, the Neumann problem can be solved taking derivatives with
respect tor and evaluating atr 51, that is,h[f ,r ur 51 , obtaining
the expression

h~u,w!52(
n50

`

~n11!Yn~u,w!, (20)

from which analogous relations are obtained

an05
2n11

4p~n11! Er 51
dG h~u,w!Pn~cosu!, (21)

anm5
2n11

2p~n11!

~n2m!!

~n1m!! Er 51
dG h~u,w!Pn

m~cosu!cos~mw!,

(22)

bnm5
2n11

2p~n11!

~n2m!!

~n1m!! Er 51
dG h~u,w!Pn

m~cosu!sin~mw!,

(23)

Once the coefficients of the expansion are obtained, the added
mass can be found from

Aj j 52rE
r 51

dG ff ,r52rE
0

2p

G~w!dwE
0

p

H~u!du,

(24)

whereG(w)5$1,sin2 w% for the heave and surge motions, respec-
tively, and

H~u!5(
n50

` H 2an0
2 @Pn~cosu!#21 (

m51

n

~anm
2 1bnm

2 !

3@Pn
m~cosu!#2J , (25)

where the orthogonality property of the spherical harmonics was
taken into account. Finally, using properties of the Legendre
polynomials

Aj j 5ra(
n51

`
n11

2n11 F2an0
2 1 (

m51

n

~anm
2 1bnm

2 !
~n1m!!

~n2m!! G ;

(26)

wherea5$2p,p%, for the heave and surge motions, respectively.

6 Hemisphere in Heave-Mode at Very-Low Frequen-
cies

The load in the heave-mode at VLF ish(u,w)5ucosuu, so

an05
2n11

4p~n11! E21

1

umuPn~m!dmE
0

2p

dw, (27)

wherem5cosu. As the Pn(m) are even~odd! for n even ~odd!,
only remains its even terms and then

an05
2n11

n11 E
0

1

mPn~m!dm, (28)
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for n even. For computing this integral, thePn terms are generat-
ing in a recursive way with the initial conditionsP051, P15m,
and the next termsP2 , . . . ,Pn are obtained by solving

~n11!Pn11~m!2~2n11!mPn~m!1nPn21~m!50. (29)

The coefficients of the polynomialsmPn(m) are obtained from
the Pn(m) ones, and the integral is made in a semianalytical way.
The final result for the added mass in the heave-mode at VLF for
the sphere is

A33~v→0!51.740 335 785 143rR3, (30)

corresponding toA338 (v→0)50.830 949 128 536, that is, the non-
dimensional coefficient with respect to the hemisphere mass
2
3prR3.

7 Hemisphere in Surge-Mode at Very-High Frequen-
cies

In this case, due to the loadh5sinw sinu sign$cosu%, the only
no-null coefficients are thebn1 terms. For obtaining them an in-
tegral fromm521 to m51 must be made, with a function which
includes thePn

1(m) terms. These terms have a factorA12m2, so
it is more convenient to perform a seminumerical integration~e.g.,
see the Appendix!. The final result is

A11~v→`!50.570 136 261 149eR3 . . . , (31)

corresponding toA118 (v→`)50.272 220 012 593, that is, the
nondimensional coefficient with respect to the hemisphere mass
2
3prR3.

8 Discussion
As it can be seen, the solutions to these problems have some-

what different properties according to whether the body oscillates
in heave~vertically! or in surge~horizontally!. On one hand, at
Very Low Frequencies~VLF!, if the body oscillates in heave its
image moves oppositely~see Fig. 6! so that the two act together
somewhat as apulsating source, while if the body oscillates in
surge its image moves in the same direction~see Fig. 8! and the
total effect on the pressure load is the same as for anhorizontal
dipole in an infinite fluid. On the other hand, at Very High Fre-
quencies~VHF!, if the body oscillates in heave its image moves in
the same direction~see Fig. 7! so that the two act together some-
what as avertical dipole, while if the body oscillates in surge its
image moves oppositely~see Fig. 9! and the total effect on the
pressure load is the same as apair of horizontal dipolesoriented
in oppositedirections. Furthermore, the intensity of the velocity
potentialsf j , with j 51 ~surge! and j 53 ~heave!, are propor-
tional to the source terms of the corresponding governing differ-
ential equations which, in turn, are fixed by these pressures loads.
As the added mass is proportional to the integral of the fluid
velocity at the surface of the extended body, then the resulting
added mass can be expected to be greater for heave motion at
Very Low Frequencies~VLF! ~since its pressure load is always
positive on the extended surface! than for the surge one at Very
High Frequencies~VHF! ~since its pressure load has both positive
and negative values!. In any case, the added mass at any fre-
quency in heave motion is always greater than in the surge one
~since the displaced fluid is greater in heave than in surge!, as it is
well known from the corresponding plots as functions of the fre-
quency obtained, for instance, by numerical computations, e.g.,
see Papanikolau@27# or D’Elı́a @28#. A comprehensive analysis of
relations between added masses and sources and doublets are
given, for example, by Ogilvie@25# and Landweber@29#.

The present estimates for the added mass coefficients with re-
spect to the hemisphere mass2

3prR3, for the surge mode (i 51,
longitudinal oscillation! and for the heave one (i 53, vertical os-
cillation!, at VLF ~v→0! and VHF~v→`! limits, are summarized
in Table 1 and compared to some literature values found~i! for the

surge–sway mode, e.g., see Sierevogel@30#, Prins @31# ~where
only the intervals@0.25,1.50# and @0.6,1.5# are, respectively, con-
sidered and so the extrapolations are rather doubtful!; ~ii ! for the
heave one, e.g., see Korsmeyer@32# and Liapis @33#; and ~iii !
Hulme @10#. The Sierevogel, Prins, and Liapis results are obtained
with a panel method and Kelvin source; Korsmeyer used a panel
method with Fourier transform and complex impedance extended
to very-low frequencies, while the Hulme’s numerical results are
obtained by spherical harmonics but with a rather different deri-
vation and implementation.

In Hulme’s work, the solution for each mode is expressed in
terms of infinite series of spherical harmonics and then it is found
solving truncated infinite linear system of equations. Hulme notes
that its procedure is successful for slow oscillations of the body,
i.e., smallKa, wherea is the hemisphere radius~here Hulme’s
notation is employed! but, for high frequenciesKa the system is
ill-conditioned so, for such cases, the problems are re-formulated
as integral equations whose kernels become small asKa→`.
This same procedure is also used by Ursell@34# and Davis@35#
but, as a rigorous treatment of the surge case involves a significant
amount of mathematical labor, Hulme gives a plausible procedure
from which the surge-added mass coefficient is approximated as

A~1!;C12
C2

Ka
as Ka→`, (32)

with

C152
3

2 (
n51

`

anI $2n,1;1%; C251
3

2 (
n51

`

bnI $2n,1;1%,

(33)

@Eqs.~5.14!–~5.16!, p. 460, op. cit.# where the terms in the series
for C1 andC2 decay as 1/n3 and log(n)/n2, respectively, so theC2
coefficient is neglected by Hulme and, then, the surge-mass coef-
ficient at VHF is assumed equal toA(1)'C1'0.273 239 . . .
which is closely related to the present estimate.

In conclusion, an alternative derivation of the added mass co-
efficients for the heave and surge motions of the unit floating
hemisphere at very-low and very-high frequencies was shown. As
a particular case, the numerical value obtained by the present
procedure for the surge-mass coefficient at very high frequencies
~v→`! is closely related to Hulme’ssuggestiveone. Other mod-
eling efforts would be focused on its extension to other analytic
body shapes which can be extended to the upper region as sphe-
roids or ellipsoids. These simpler geometries can be used as test
cases for validation of related numerical codes, as those used in
ship-hydrodynamics or fluid–solid interaction.
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Appendix
The load in the surge-mode at VHF is h

5sinw sinu sign$cosu%. The only no-null coefficients are thebn1
terms, that is,

bn15
2n11

2p

1

n~n11!2 E
0

2p

sin2 wdw

3E
0

p

sinu sign$cosu%Pn
1~cosu!sinudu, (A1)

introducingm5cosu and integrating inw,

bn15
2n11

2

1

n~n11!2 E
21

1

A12m2sign$m%Pn
1~m!dm, (A2)

only the even terms are no-nulls, so

bn15
2n11

n~n11!2 E
0

1

~12m2!
dPn

dm
dm, (A3)

integrating by parts,

bn15
2n11

n~n11!2 F u~12m2!Pn~m!u0
112E

0

1

mPn~m!dmG ,

(A4)

or

bn15
2n11

n~n11!2 F2Pn~0!12E
0

1

mPn~m!dmG , (A5)

which is computed with a seminumerical procedure, for instance,
with Octave@36#.
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Introduction
Drag reduction in turbulent flow, by low concentrations of poly-

mers, is well known since the publication on the phenomenon by
Toms @1#. Recently, biodegradable surface active agents~surfac-
tants! have become a more appropriate choice as drag reducing
additives. These surfactants are environmental friendly and, in
addition, they are less susceptible to mechanical degradation@2#.
The influence on turbulent flow characteristics could be spectacu-
lar with only few parts per million of surfactant solution, added to
the solvent@3,4#. The general belief is that surfactants, like other
additives, act directly on the small turbulent scales~@4–6# and
references therein!.

The drag reduction effect is due to the modification of the tur-
bulence structure. A significant decrease of the Reynolds stresses
was observed@7#, however without a substantial reduction of the
rms values of the velocity fluctuations. In addition, the turbulent
kinetic energy production, and the dissipation, were measured and
found to be strongly reduced in the drag reduced flow@8#. Most
researchers have reported an increase of anisotropy for surfactant
solution flows, characterized by a considerable suppression of the
wall-normal velocity fluctuations. The common agreement is that
the decorrelation of the streamwise (u) and wall-normal (v) com-
ponents is the main manifestation of the drag reduction effect,
which leads to the reduction of Reynolds stresses@6#. Theoretical
models of drag reduction flows concern the stretching of the poly-
mers by the turbulent flow in certain areas, and consequential the
local viscosity changes, as the major mechanisms of drag reduc-
tion ~see review in@4#!.

Recently, the influence of the additives was investigated experi-
mentally by using motion pictures of dye injection@9#, real-time
hologram interferometry@10#, and dye visualization@11#. The re-
searchers found an increase in the spanwise spacing of low-speed
streaks and decrease of ‘‘bursting events’’ in drag reduced flows.
In the present research, we investigated experimentally the influ-
ence of the nonionic, biodegradable, nontoxic surfactants, on the
turbulent flow in a flume, by means of particle image velocimetry
~PIV! @19#. Similar experimental studies with PIV were recently

performed by Warholic et al.@12# and White et al.@13#, and in
both studies polymers were used as drag reducing additives. The
drag reduction in surfactant solution flows exceed Virk’s maxi-
mum drag reduction limit@14# for polymers, for relatively low
concentrations@15#. Therefore, these nontoxic and biodegradable
materials that are also shown to be good drag reducers, have a
great potential for many engineering and industrial applications.

Experimental Facility

Test Loop. The experiments were performed in a flume with
dimensions of 4.930.3230.1 m, shown in Fig. 1. The entrance
and the following part of the flume, up to 2.8 m downstream, were
made of glass. All necessary precautions were taken: the eddies
and recirculating currents were dampened by means of narrow
slits in the inlet tank~as presented by dotted lines in the Fig. 1!,
baffles were installed in the pipe portion of the tank, the inlet to
the channel was a converging channel in order to have a smooth
entrance, the 0.75 HP, 60 RPM centrifugal pump was isolated
from the system by means of rubber joints fitted to the intake and
discharge pipes. A flowmeter, with an accuracy of 0.5% of the
measured flow rate, continuously recorded the flow rate. In order
to make the measurement area long enough and to avoid a flow-
depth decrease at the end of the flume, flow restrictors~in the
form of an array of cylinders! were placed at the outlet portion.
The working fluid was treated and filtered tap water. A detailed
description of the flume is given in@16#.

Surfactant Solution. In the present study we used the dilute
solution of Agnique PG 264-U surfactant~also known as Agrimul
PG 2062!, which is clustered under the alkyl polyglycosides fam-
ily. The surfactant is based on plant-derived chemicals~carbohy-
drate molecular structure!, it is readily biodegradable, nontoxic,
nonionic, and does not add to the Earth’s CO2 burden. It has a
density of 1070 kg/m3 and a dynamic viscosity of 17 kg/m s at
25°C. The surfactant molecules consist of a hydrophobic and a
hydrophilic part. In water these molecules tend to assemble to
aggregates called micelles. Above a certain value of concentra-
tion, defined as the critical micelle concentration, globular mi-
celles are usually formed, resulting in drag reduction@4#. The
critical micelle concentration value for the Agnique PG 264-U is
20 ppm. A semidilute surfactant solution was prepared by mixing
of Agnique PG 264-U with 500 mL of water, heated up to 80°C
and stirred for 30 min, then added to the outlet water tank.

Particle Image Velocimetry
The PIV system included a double pulsed Nd:YAG laser~170

mJ/pulse, 15 Hz! operating at 532 nm, sheet forming optics, and 8
bit, 102431024 pixels, 30 frames-per-second charge-coupled de-
vice camera. The camera was located 0.2 m under the flume, with
imaging axis normal to the laser light sheet, as shown in Fig. 2.
The velocity fields were measured in the streamwise-spanwise
plane. The laser sheet was located 0.01 m above the bottom,
which is equivalent toy1580 ~the friction velocity was estimated
in the streamwise-wall normal plane by@17#!. The time separation
between the two laser pulses was adjusted according to the mean
streamwise velocity value and was equal to 231023 s. Hollow
glass spherical particles with an average diameter of 11.7mm and
a density of 1100 kg/m3, were used for seeding. The calibration
procedure and the PIV cross-correlation analysis were performed
by usingINSIGHT 5.10 software@18#. In all the cases an interroga-
tion area of 32332 pixels with 50% overlapping was used. The
spatial resolution of the camera was 80mm per pixel, and the field
of view was approximately 80 mm380 mm. The analysis pro-
duced about 3000 vectors per map, filtered by using standard me-
dian and global outlier filters. About 5% of the erroneous vectors
were removed during the post-processing analysis. The statistical
analysis was based on 50 image pairs, resulting in 50 two-
component velocity vector fields for each experimental case. The
acquisition time of each experiment was 50/15'3.3 s.
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Results and Discussion
The influence of the surfactant solution on the turbulent flow

field is demonstrated by means of the comparative results for wa-
ter and drag reduced flow. The results were compared for the same
flow-rate velocityUq5Q/A, whereQ is the flow rate andA is the
cross-sectional area of the flow. All the experiments were con-
ducted for a constant flow rate of 5.831023 m3/s, which is
equivalent toUq50.2 m/s and Reh5Uqh/n520,000, whereh is
the water height, andn is the kinematic viscosity of the water.

Figure 3 presents the two fluctuating velocity fields: of water
flow ~left! and of the flow with surfactant~right!. The flow direc-
tion is from top to bottom, and the coordinates in the streamwise

and the spanwise directions are normalized with the water height,
h. Arrows represent the two-component fluctuating velocity vec-
tor field, u82w8. The colors emphasize the high- and low-speed
regions: The blue stands for fluctuating streamwise velocity which
is higher than the ensemble averaged velocity field, and red is for
the low speed regions. A negative value corresponds to a high
speed region, since the positivex is defined from left to right and
the positivez direction is from the bottom to the top. The effect of
surfactant is shown qualitatively in Fig. 3, where one can observe
weaker streamwise velocity fluctuations, than in the solvent coun-
terpart.

The average root-mean-square value of the streamwise velocity
fluctuations, calculated asurms8 5A^u82&, is shown as the probabil-
ity density function in Fig. 4. The rms of the streamwise fluctua-
tions of the surfactant flow is reduced, as compared to that of
water. This result shows the effect of the surfactant, which sup-
presses the turbulent activity. This result is in a good agreement
with the literature~e.g.,@6# and references therein!. Note that the
rms values are compared as they are normalized by means of the
flow-rate velocityUq , which is the constant quantity in this ex-
periment. Since the profile is altered as a part of the drag reducing
effect, the mean streamwise velocity^U&, calculated as the en-
semble average of the PIV realizations at some constant wall nor-
mal locationy, is not appropriate for the normalization.

The spatial characteristics are shown through two-point spatial
correlation functions. The autocorrelation function of the stream-
wise velocity fluctuations along the streamwise axis is defined as
Ruu(x)5^u(x,z) ^ u(x1Dx,z)& and along the spanwise coordi-
nate Ruu(z)5^u(x,z) ^ u(x,z1Dz)&. The autocorrelation func-
tion Ruu(x), shown in Fig. 5, clearly demonstrates that the surfac-
tant additive does not change the longitudinal length scale. In
contrast, the spanwise correlation, statistically demonstrates the
effect of the modification of the spanwise structure. In the case of
water flow, the transversal correlationRuu

w (z) crosses the zero

Fig. 1 Schematic drawing of the experimental facility

Fig. 2 Schematic view of the PIV configuration and the optical
setup

Fig. 3 The fluctuating velocity field in the streamwise-spanwise plane of
the water flow „left … and the flow with surfactant „right …. The gray scale
represents the values of the streamwise velocity fluctuations in cm s À1

„i.e.,
À1Ïu 8Ï1 cm s À1

…
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axis, corresponding to the anticorrelation of the positive and nega-
tive velocity fluctuation values. In contrast, the functionRuu

s (z) in
the case of flow of surfactant solution, shows that the distance
between high- and low-speed regions increases. This result is in
good agreement with the experimental results of Warholic et al.
@12# and Oldaker and Tiederman@11#.

It is known that polymers, in addition to the scale modification
effect, strongly decrease the one-point correlations between the
streamwise and the wall-normal fluctuating velocities. In the
present study we present comparative experimental results of the
Reynolds stress component2^u8w8&, summarized in Table 1.
The first two rows in the Table 1 demonstrate the so-called ‘‘deco-
rrelation’’ effect of u8 and w8 velocity components. The magni-
tude of the Reynolds stress more often approaches zero: The av-
erage value is the one order of magnitude smaller, and the
distribution of values is less~e.g., standard deviation!. In addition,
the distribution for water flow includes larger values of the Rey-
nolds stress~normalized by the square of the flow-rate velocity!,
shown by maximum values: i.e., 0.05 for water and only 0.03 for
surfactant solution. The most important difference between water
and surfactant solution flows is apparently the skewness factor,
that emphasizes the fact of the decorrelation. This is consistent
with the PIV results obtained by Kawaguchi et al.@20#, in which
the influence of surfactants was investigated in the streamwise-
wall normal plane in a channel flow. Since the strong suppression
of the Reynolds stress takes place without substantial reduction of
the turbulent fluctuations~e.g., Fig. 4!, we might conclude that the
reduction is, for the most part, due to the decorrelation of the
velocity components, which is in agreement with the previous
results~@6# and references therein!.

Table 2 presents the turbulent energy production term in the
kinetic energy balance equation,2^u8w8&Suw . The effect of the
surfactant on this quantity is even more pronounced, as production
reaches lower values, compared to water flow, and the skewness
factor changes the sign from the positive~i.e., productive! to the
negative sign. The result implies that in addition to the decorrela-
tion between the velocity fluctuations, the surfactant reduces the
momentum transfer and the kinetic energy production. Similar
results are presented by Wei and Willmarth@21#, in which the
LDV measurements were performed in a channel flow with poly-
mer additives. They showed a dramatic reduction of the turbulent
kinetic energy production in thex2y plane, in a wall region be-
tween 40,y1,200. The mean rate-of-strain component in the
streamwise-spanwise plane is defined asSuw5^]u/]z 1]w/]x &
and in the production it represents the energy contribution of the
large scale motions. This leads to the conclusion that the signifi-
cant decrease of the turbulent energy production is not solely due
to the decrease of the Reynolds stress, neither due to the decrease
of the rate-of-strain component itself, but it is associated with an
additional decorrelation effect. This effect was previously re-
ported, but only by DNS results of den Toonder et al.@22#, where
the effect of polymer additives was investigated by using the
‘‘dumb-bell’’ model.

Summary
The drag reducing effect of a surfactant additive from the alkyl

polyglycosides family was investigated experimentally. In the
present study, PIV measurements were done to investigate the
turbulent flow in the streamwise-spanwise plane of a flume at
y1580, in the buffer zone, where about 80% of the energy pro-

Fig. 4 PDF’s of the u rms8 ÕUq for water „circles … and surfactant
„squares …. u rms8 „x ,z…ÄŠ„u „x ,z…ÀŠu „x ,z…‹…2

‹ and the PDF is rep-
resenting the spatial distribution of the rms values, normalized
by the flow-rate velocity Uq .

Fig. 5 Two-point „auto …correlation function Ruu of the stream-
wise velocity along the streamwise x and spanwise z coordi-
nates, for water „circles and plus symbols … and for surfactant
„square and triangular markers …, respectively.

Table 1 Statistical properties of the Reynolds stress ÀŠu 8w 8‹ÕUq
2 .

Statistics Maximum Minimum Average Std. dev. Skewness

Water 0.05 20.035 0.3531023 0.0045 0.93
Surfactant 0.03 20.035 0.3531024 0.0032 0.003

Table 2 Statistical properties of the turbulent energy production term ÀŠu 8w 8‹Suw ÕUq
2 .

Statistics Maximum Minimum Average Std. dev. Skewness

Water 231024 21.831024 20.2131026 0.131024 0.21
Surfactant 1.431024 21.131024 20.0631026 0.0631024 20.27
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duction takes place. The influence of the surfactant solution on the
turbulent flow and its structure is presented by means of the cor-
relation and the probability density functions. The biodegradable
surfactant was shown to be an efficient drag reducing solution.
The results support the explanation of the mechanisms responsible
for the drag reduction, reviewed by@6#. The qualitative and quan-
titative results, that demonstrate the effect of the surfactant are
summed up as follows:

• The analysis of the fluctuating velocity and its distribution
suggest that the fluctuations in the drag reducing flow are
decreased;

• The Reynolds stress is suppressed more than the rms of the
streamwise velocity fluctuations, and this effect is considered
as a decorrelation effect;

• The turbulent kinetic energy production term in the
streamwise-spanwise plane diminishes, similar to the known
effect in the streamwise-wall normal plane.

Nomenclature

x,y,z 5 Streamwise, wall normal, and spanwise coordi-
nate, respectively, m

u,v,w 5 Instantaneous streamwise, wall normal, and span-
wise velocity components, respectively, m/s

U,V,W 5 Ensemble average velocity components, m/s
u8,v8,w8 5 Fluctuating velocity components, m/s

urms8 5 Root-mean-square~rms! value of the fluctuating
streamwise velocity, m/s

Q 5 Flow rate, m3/s
Uq 5 ‘‘Flow-rate’’ velocity per unit length, the ratio of

the flow-rate and the cross-sectional area, m/s
h 5 Water level, m

Suw 5 Mean stress tensor component in the streamwise-
spanwise plane, 1/s

^•& 5 Ensemble averaging operator
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1 Introduction
The unsteady flow in and near cavity-type geometries, which

belongs to a basic class of flow susceptible to self-excited oscil-
lations, occurs in a variety of applications such as slotted-wall
wind and water tunnels. Despite the diversity of types of cavity
oscillations, several common features can be observed. According
to the inducement cause of self-excited oscillations, Rockwell and
Naudascher@1,2# categorized self-excited oscillations into three
groups:~a! fluid-dynamic;~b! fluid-resonant; and~c! fluid-elastic.
It is necessary to investigate the characteristics of self-excited
oscillations in flow in order to utilize or avoid the self-excited
oscillations in practical engineering situation.

Morel @3# experimentally studied a jet-driven Helmholtz oscil-
lator. The amplitude of pressure oscillations may reach values of
up to 5.6 times the jet dynamic pressure. Johnson, Conn and Cha-
hine @4,5# developed self-resonating jets. Their comparative test-
ing had shown that self-resonating cavitating jets can cut rock and
perform underwater cleaning more effectively and efficiently than
either conventional jets or nonresonating cavitating jets. Liao,
Tang, and Shen@6–8# explored the relationships between struc-
tural parameters of the device of self-excited oscillation jets and
its amplitude and frequencies. They designed the self-excited os-
cillation pulsed nozzle for oil well jetting drilling. The penetration
rates and the footages of the bits have been increased by up to
50% and 15%, respectively, over the rates for similar bits with
conventional jet nozzles.

The oscillating frequencies of water jets, which directly influ-
ence the cavitation intensity and erosive ability of water jets, are
related to the chamber structure and water jet parameters@7#.
Fluid in the oscillation chamber was generally treated as a single
media and the sound speed of pressure perturbations was consid-

ered as a constant in the past research@9,10#. However, in fact, the
fluids in the oscillation chamber contain air, water, and vapor.
They cannot be treated as a single media. It should belong to
two-phase flow of gas and liquid. The sound speed in the oscilla-
tion chamber has different characteristics from the single phase
flow, hence would influence the oscillating frequencies.

The purpose of this work is to investigate the sound speed in
the shear layer in the oscillation chamber and effects of gas con-
tent in fluid on oscillating frequencies. This is achieved by the
theoretical computations and experiments.

2 Sound Speed in Shear Layer
The motion of disturbance wave in the shear layer satisfies the

continuity equation and momentum equation:
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1u

]u

]xD52
]p

]x
(1)
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where u is velocity of disturbance fluid,p-pressure,t-time,
A-section area, andrm5rm(p)5arg1(12a)r l is mean density
of the mixture.rg-gas density,r l-fluid density, anda-gas content
in the fluid.

Solving Eqs.~1! and ~2! with neglecting the square terms re-
sults in:
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whereA05A(p50) is the section area of the mixture fluid when
there is no disturbance. Equation~3! can be expressed as:
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Rewriting Eq.~6! results in:
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a is sound speed in fluid,rm05rm(p50) is the density of the
mixture fluid when there is no disturbance andV is the mixture
fluid volume.

The control volume in Fig. 1 is taken in the form of a small
cylinder with lengthDL and section area A. Then the change in
volume of liquid (DVl) in the control volume can be expressed
approximately using the definition of bulk modulus of elasticity of
liquid (Kl):
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Kl5
Dp

DVl
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Kl
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where Dp is the change in pressure caused by pressure
perturbations.

In the same way, the change in volume of gas (DVg) in the
control volume can also be expressed as:

DVg5
Dp

Kg
aADL (12)

whereKg is the bulk modulus of elasticity of gas.
Now, using Eqs.~10!–~12! in Eq. ~8!, Km becomes
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Assume that there is some gas in the mixture fluid and is com-
pressed isothermally, then

Kg5p (14)

Solving Eqs.~7! and ~13! for a results in

a5A Kl /rm

12a1Kl /Dm1aKl /p
(15)

Equation~15! shows that the sound speed in the shear layer is
relevant to gas contenta, pressurep, mixture density and fluid
boundary characteristics in the oscillation chamber. This is differ-
ent from the usually used formula by previous researchers:

ao5Adp

dr
5AKl

r l
(16)

in which the effects of gas and liquid boundary in the fluids were
neglected.

The bulk modulus of elasticity of the mixture fluidKm is related
to the bulk modulus of elasticity of liquid and gas in the mixture
and gas contenta. The inflation modulus of mixture fluid bound-
ary Dm is related to the chamber structure, fluid velocity and
pressure, etc. In the closed oscillation chamber, the density and
modulus of elasticity of mixture fluid are different from a single
media. The sound speed in the oscillation chamber cannot be con-
sidered as a constant.

3 Effects of Gas Content on Oscillating Frequencies
of Self-Excited Oscillation Water Jets

Figure 1 shows a schematic of a self-excited oscillation nozzle.
The self-excited oscillations of the flow emerging from the cavity
will be strongly influenced by the chamber geometry. Assuming
that n vortices are traveling simultaneously between the inlet and
exit sections, the pressure disturbance wave arriving at the up-
stream face of the chamber, in order to induce optimum vorticity
fluctuations, would have to travel upstream the lengthL of the
chamber at the sound speeda, thus one has@11#

f 5
n

LS 1

a1
1

1

a2
D (17)

where f is oscillating frequency andn is mode number of fluid
dynamic oscillation (n51,2,3, . . . ). a1 and a2 are the down-
stream and upstream propagation speed of pressure disturbance
waves respectively.

Preliminary analyses of the characteristics of shear layer insta-
bility have shown that the selective amplification of unstable fluc-
tuations in the cavity shear layer is not related to the amplitude of
original fluctuations, Mach number and Reynolds number, but de-
pendent on the dimensionless frequencies—Strouhal number,Sl
@1,2#

Sl5
f L

u0
(18)

Whenp>10 MPa, it is reasonable to assume the sound speeda is
of the same order as the original velocityuo of water jets as there
is some gas in the fluids. In this situation, the velocity of water
jets should not be neglected in determining the upstream and
downstream propagation speed of unstable fluctuation waves.
Then

a15a1u0 (19)
a25a2u0

Using Eqs.~17! and ~19! in Eq. ~18!, f andSl become

f 5
n~a22u0

2!

2aL
(20)

Sl5
n~a22u0

2!

2au0
(21)

Equations~15! and ~20! in a nondimensional form can be ex-
pressed as

a* 5
a

ao
5A r l /rm

12a1Kl /Dm1aKl /p
(22)

f * 5
f

f 0
5

n~a22u0
2!

2aL

na0

2L

5
a

a0
2

u0
2

a0
2

a0

a
5

a

a0
2

2p

ra0
2

a0

a
(23)

Variations of dimensionless sound speeda* , dimensionless fre-
quency f * and Strouhal numberSl with gas contenta for the
mode number (n53) and two pressures (p510 MPa, 15 MPa!
are illustrated in Fig. 2.

As shown in Fig. 2, the increase of gas contenta in fluids in the
oscillation chamber leads to the decrease of the sound speeda and
the oscillating frequencies. Especially when the gas content is
relatively small, the sound speed and oscillating frequencies de-
crease rapidly. For the same gas content, the sound speed and
oscillating frequencies increase with water jet pressure increase.
As mentioned above, the sound speed in the shear layer is relevant
to the bulk modulus of elasticity of the mixture and fluid boundary

Fig. 1 Schematic of self-excited oscillation nozzle.
1—upstream nozzle, 2—mixture fluid boundary, 3—oscillation
chamber, 4—downstream nozzle, 5—impinging edge
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characteristics in the oscillation chamber, and the bulk modulus of
elasticity of gas is much smaller than that of liquid. Even very
little gas in the fluids would affect the pressure fluctuation wave
significantly.

4 Experimental Facility and Procedures
A schematic of the components contained in this facility are

shown in Fig. 3. An air hole was drilled in the oscillation chamber
wall and a flowmeter, which was used to measure the air volume
sucked in by self-excited oscillation water jets, was connected to
the air hole. Air volume was controlled by a ball-valve connected
with the flowmeter. The flow rates of air and water (Qg andQl)
flowing in the nozzle were measured by the flowmeters. The pres-
sures of water jets were measured with pressure transducers and
frequency analyses of pressure fluctuation were done utilizing a
Fast Fourier Transform routine. The flow rate and pressure were
found to have measurement error less than 3% and the uncertainty
of fluctuation frequencies was estimated to be smaller than 15%.

The schematic of the self-excited oscillation nozzle is shown in
Fig. 1. Major dimensions were as follows:D151.8 mm, D/D1
58, L/D152.4, D2 /D151.2 and diameter of air holed
54 mm.

It is impossible to directly measure the gas content in the shear
layer. However, since air is sucked in through the ball valve and
flows out with the jet through the outlet, according to the mass
continuity, the gas content in the shear layer should be propor-

tional to the flow rateQg of the sucked air.Qg is used to express
the gas content to investigate the variation of the principal fre-
quency of the pressure fluctuations with gas content and verify
whether the experimental results have the same type of trends that
the theory predicts in Fig. 2.

If the gas produced by cavitations in the fluids is neglected,
the gas content in the fluids can be calculated by the following
equation:

a'
Qg

Ql1Qg
(24)

5 Experimental Results
The gas content was changed by adjusting the ball-valve to

change the flow rate of sucked air in the chamber. And the corre-
sponding principal frequencies of the pressure fluctuations (f p)
were obtained by analyzing the pressure spectrums with a Fast
Fourier Transform routine. Figure 4 showsf p / f po versus gas con-
tent a. f po is the principal frequency of the pressure fluctuations
whenQg50.

As shown in Fig. 4, increasing the gas content decreases the
principal frequencies of the pressure fluctuations, and the princi-
pal frequencies of the pressure fluctuations increase with the pres-
sure increases. The experimental results showed the same type of
trends as the theoretical results.

6 Conclusion
Theoretical and experimental investigations have been con-

ducted on the effects of gas content on the oscillating frequencies
of self-excited oscillation water jets. The conclusions are summa-
rized below. The sound speed in the shear layer is relevant to gas
content, pressure, the bulk modulus of elasticity of the mixture,
mixture density and fluid boundary characteristics in the oscilla-
tion chamber.

~1! The increase of gas content in fluids in the oscillation
chamber leads to the decrease of the sound speed and the oscil-
lating frequencies. Especially when the gas content is relatively
small, the sound speed and oscillating frequencies decrease rap-
idly. For the same gas content, the sound speed and oscillating
frequencies increase with water jet pressure increase.

~2! Experimental results showed the same trends as the theo-
retical results.
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Fig. 2 Variation of dimensionless sound speed a* and Strou-
hal number Sl with gas content a for the same mode number
„nÄ3… and two pressures „pÄ10 MPa, 15 MPa…

Fig. 3 Experimental setup

Fig. 4 The principal frequency of the pressure fluctuations f p
versus gas content a
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