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Modeling of Entropy Production in
Turbulent Flows

P *
0.B. Adevmka This article presents new modeling of turbulence correlations in the entropy transport

G.F Naterer" equation for visco'us, incpmpressible flows_. An explicit entropy equation of state i_s devel-

o oped for gases with the ideal gas law, while entropy transport equations are derived for

both gases and liquids. The formulation specifically considers incompressible forced con-
vection problems without a buoyancy term in the y-momentum equation, as density varia-
tions are neglected. Reynolds averaging techniques are applied to the turbulence closure
of fluctuating temperature and entropy fields. The problem of rigorously expressing the
mean entropy production in terms of other mean flow quantities is addressed. The validity
of the newly developed formulation is assessed using direct numerical simulation data
and empirical relations for the friction factor. Also, the dissipati@h ¢f turbulent kinetic
energy is formulated in terms of the Second Law. In contrast to the conventonal
equation modeling, this article proposes an alternative method by utilizing both transport
and positive definite forms of the entropy production equati@©Il: 10.1115/1.1845551

Department of Mechanical and Manufacturing
Engineering,

University of Manitoba,

Winnipeg, Canada, R3T 2N2

1 Introduction equation when computing the mean entropy generation based on

Entropy production characterizes the energy conversion of tth-e Moore mode(4], as the evaluation depends on the velocity

mofluid processes, particularly regarding the irreversible degra _c:j'temhperaturr]e fleltdhs.tL(J:r::oIIDer cgrtam flow con;:il'luons, dperlolus
tion of mechanical energy into internal energy. Viscous dissipati&rllu 1es have shown tha codes can accurately predict veloc-

is a main frictional irreversibility in laminar flows, but other Ieséty and temperature fields when viscous dissipation is neglected.

understood irreversibilities arise with fluid turbulence. Such prd-_lowever, the viscous dissipation cannot be generally neglected

cesses have significance in various engineering applications, ra{gen using the STTAs¢small thermal turbulence assumption;

ing from flow losses in turbines to reduced effectiveness of miS)- In the STTAss model, it is assumed that the fluctuating com-
croelectronics cooling. Sciubbd1] outlines local entropy ponent of temp.erature is small cpmpared to the mean temperatyre,
production contours for turbomachinery design improvement®0 the fluctuating temperature in the entropy transport equation
Past numerical studies of entropy production in two-dimension@®n e simplified with Taylor series expansions. Those expansions
laminar flows by Adeyinka and Naterf2] have outlined the sig- &ré truncated after the linear terms, thereby yielding a reduced
nificance of the apparent entropy production difference, when arftm of mean entropy production equation. But the spatial varia-
lyzing convective heat transfer. A detailed review of past advancéi@n of the fluctuating temperature is required to accurately ac-
regarding entropy and the Second Law in CE&@®mputational count for the convection of entropy in the flow. It has been shown
fluid dynamic$ has been presented by Naterer and Camid@jos that the transport equation model becomes inaccurate for laminar
The earliest documented effort to develop a numerical mod&w in the center of an adiabatic duct, where small temperature
for turbulent entropy production was outlined by Moore angradients may cause a cancellat{@j.
Moore [4]. The Moore model assumes that turbulent fluctuations Previous studies by Jans€®] and Hauke10] have extended
of the heat flux and viscous dissipation in the positive definitentropy-based stability analysis to turbulent flows. Jansen showed
entropy equation can be modeled by adding a turbulent condulat the exact Navier-Stokes equations for compressible flow
tivity and turbulent viscosity to the molecular conductivity anaould lead to an entropy inequality, through a linear combination
viscosity, respectively. The Moore model has been applied to tbe equationg9]. The resulting entropy expression was modeled
prediction of the mean local entropy production in a bent elbownder the assumption that the fluctuating temperature component
duct[5], a plane turbulent oscillating j¢6], and a jet impinging is much smaller than the mean temperature. A modified specific
on a wall[7]. But Kramer-Bevar{8] has shown that the Moore entropy was also introduced. The study determined what con-
model exhibits certain inconsistencies for confined flows Witgtraints the Second Law places on the modeling of the averaged
small temperature gradients close to the wall, where the prodiguations by linking entropy production to their solution vari-
tion of turbulent kinetic energy is not equal to the dissipation fp|es.
turbulent kinetic energy. Furthermore, other assumptions lead torhjs article extends past Reynolds averaging techniques for the
difficulties when generalizing thg formulation. For example., thﬁ]omentum and scalar transport equations, to the Second Law for
model assumes that the production of temperature fluctuations, jsylent flows. The formulation requires instantaneous values of
equal to their dissipation. Also, the viscous dissipation fluctuatiqfg ye|ocity and temperature fields. In order to express the mean
is assumed to be equal to the production of turbulent kinetic ‘thtropy generation explicitly in terms of other mean flow quanti-
ergy. These shortcomings are addressed through revised modefigg 4 closure problem is encountered, similarly as the evaluation

Of_'l[_r;]e tulrbulencgl cqrretllatlo?s in this at:tlcle. lected in th of Reynolds stresses in the momentum equations. To our knowl-
€ viscous dissipation term may be neglected In the energ&ge, there are no existing empirical/numerical Second Law clo-

sure models based fully on mean quantities from the conservation
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2 Formulation of Entropy Production

In tensor form, the entropy balance for an open system, subject
to mass fluxes and energy transfer across a fixed control surfa]%e
may be written as

2 duy
T3 ax, O C)

Eg. (9), x and &;; refer to dynamic viscosity and Kronecker
delta, respectively. The divergence terms in E®). will vanish
S oF, . due to the assumption of incompressibility.
EJF EEPSBO (2) In Eq. (8), Fourier's Law has been used to represent heat con-
! duction. Also, a Newtonian fluid is assumed for the viscous stress
whereP is the entropy production rate ai®¥ ps represents the term. Based on these models, E8).is a positive definite expres-
entropy per unit volume. Also, the component of the entropy flufon for the entropy generation rate, since it represents a sum of
in the x; direction,F;, may be expressed in terms of the velocitypguared termg12]. TemperatureT is expressed in absolute
component and heat flux in that directian,andq; , as follows: (Kelvin) units. The positive definite equation applies to both com-
pressible and incompressible Newtonian fluids. In @g.the first
o term represents entropy generation due to heat transfer across a
Fi=puis+ T @) finite temperature difference, while the second term represents the
local entropy generation due to viscous dissipatios, degrada-

Equation (1) represents the entropy transport equation. In thigon of mechanical energy into internal energy due to shear ac-
form, the rate of entropy accumulation in the control volume igon).

balanced by the net convection of entropy, entropy transfer asso-

(;lated with heat flqw, and non-negative entropy production. Uny Reynolds Averaged Entropy Transport Equations

like the conservation of energy equation, the entropy transport .
equation involves an inequality, which stipulates that the rate of For turbulent flows, the Reynolds averaged entropy equation
entropy generation must be non-negative in all thermodynanfi@h be obtained after combining the positive definite and entropy

au; au,
ﬁXj IXi

TijT M

systems. transport equations. The resulting combined expression, called the
The specific entrop in the flux term of Eq.(1) can be ob- Reynolds averaged Clausius-Duhem equd@yi0] is written as
tained from the Gibbs equation as follows: follows:
1 p 0 o, 0| o o kT| Kk (9T2+7'”-8ui
ds=Fdet rdp ®3) = (P9 ax | PUSTPUS T3 G| = 2 0k ) T ok,
(10)
wheree is the internal energy per unit magstepresents density, ) o , .
andp is pressure. Integration of the Gibbs equation gives where the overbafi.e., s) and prime(i.e., s') notations refer to
mean and fluctuating components associated with the Reynolds
Ts dT Ps P averaging, respectively.
As= : Co Tt pTpo (4) SinceT andu; (and consequently the viscous dissipation term
r Pr

have mean and fluctuating components appearing in the denomi-
where the subscripts and's denote a specified initiglor refer- nator and numerator, modeling of E4.0) becomes highly com-
encé state and the current state, respectively. The variaple Plex. It becomes difficult to explicitly express the mean entropy
represents the specific heat at constant volume, which will B&oduction in terms of other mean flow variables alone. Two past
assumed to be constant. The impact of this constant specific vaProaches for expressing the mean entropy production are briefly
ume assumption is that the formulation is limited to liquid flowgddressed below.

or incompressible gas flows over small to moderate temperature, Separate Time Averaging. In the first approach, the two

ranges. This assumption applies to explicit evaluation of entropyeq of Eq(10) are averaged seperately. For the entropy transport
in the entropy equation of state, but not upcoming transport equas ation Reynolds averaging yields
tions for evaluating spatial variations of the entropy production '

rate. — 9 J — 9 T
For an incompressible fluid, E¢4) becomes Ps=—(pS)+ —(pu;s+pu/s’)+k—In| T| 1+ —=| |=0
ot (7Xi (?Xi T
T
As=s—s,=c, In(_l_—s) (5) (11
r The first term in Eq.(8) can be simplified by substituting
For an ideal gas, d(InT)/ax; for (dT/ox;)/T before time averaging. The time aver-
aged positive definite entropy equation becomes
T -
s:cvln(?s —Rln(p—S +s, (6) — 0 — d — d L, . 1
r r Ps—ka—Xi(InT)a—xi(lnTHka—Xi(lnT) (9_xi(|nT) +u T

Substituting the ideal gas law into E@®),

(ps/Py) p* X an+an>aE + (1>[(aui’+auj’)ﬁui’H
_ S r _ . - | ,LL ju - - |
s=c, Inm+sr—cv In(W +5s; (7) X X X TIL\ax; 9% ) X
where y is the ratio of specific heats. o, M 1)7oui - dui (1 "9_“j’+ auj (1) auf
When combined with the Gibbs equation, the entropy transport ’“axj T) ax ’“&xi T/ x - X \T) 9x;
equation provides a way of calculating the local entropy genera-
i ivelt 1\'|[du] oui\ au/
tion for an open system. Alternativel; can be formulated as T Mi MM, (12)
[11] T) [Vax; ~ oxi ) ax;
k {aT)\? 7ij U, A close examination of Eq12) reveals the physical processes
sT T2 a_x, ?TXJZO (8) leading to entropy production in turbulent flow. The first two

terms on the right side are entropy production terms due to ther-
wherek is the thermal conductivity. Alsog;; is the viscous stress mal fluctuations and transport. The terms in the first squared
arising from velocity gradients in the fluid motion, i.e., brackets represent the entropy production due to mean viscous
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effects. The terms in the second squared brackets represent en- J J o
tropy produced due to the dissipation of turbulent kinetic energy.  Tp 4+ T'P.=T| —(ps)+ — (pu;s+pu’s’)
The terms in the last squared brackets represent the mechanism of at X !

entropy produced by the interaction of fluctuating viscous effects

and temperature fluctuations. The remaining terms represent the J T J
conversion of entropy production, due to mean viscous effects, to +k—In| T{ 1+ —| | |+ T'—(pus)
entropy production due to fluctuating viscous-temperature effects IXi T IX;
and back.
By defining the mean viscous stress and the fluctuating viscous L9 L .
stress, respectively, as +T ;(puis )+T K(Pui s’)
I |
T ((ﬂi + o, (13)
T =M | o T o J T
i IxX;  OX; +kT'—In| T| 1+ — (18)
, , IX; T

[y . au] 1

T H ax; - Ix; (14) By comparing Eq(11) with Eq. (18), it can be shown that
then Eq.(12) becomes P P P
Bk () () + k(I Ty~ (in Ty + | =], 22 TP P T (U T (puis)

=Ko INT) g (N ko (n Ty 2 (T +| 27 70 | . :
1) o/ 1\ auf au (1)’ 1\, oy k2 ?(1+T'” (19)
, o i i , , OUi '—In =
+H =i —+T =] —F+ —|=| 7+ =] T —= )
T) T ox T”(T) ax; X (T T T ax 0 Xi T

(15) Using the chain rule of calculus
Modeling of this equation is considered to be more complicated

!

than modeling of the standard turbulent kinetic energy equation. B ﬁﬂ_g , 9Ui Tﬁ_il — ,0_§
No models exist at the present tint® our knowledgg for the TPe=pT'ui IX; TpsT IX; TpT's X TouT IX;
correlations involving the (T/)’ terms. Any such correlations
would be difficult to validate and/or measure with a degree of +T’i ' 20
accuracy. X (puis’) (20)
B Combined Time Averaging. Modeling of the mean en- -
tropy generation can be simplified by the following approach, +kT’iIn T 1+T_ 21)
whereby the Clausius-Duhem equality is averaged. The left side X =
. -~ - i T
of Eq. (8) is multiplied by temperature to give
Kk /[aT)\2 U By assuming incompressibility, the mean and instantaneous ve-
TPe==|—| +7 — (16) locity fields are solenoidal and E(R1) reduces to
T ox L ox;
Kramer-Bevan[8] presented a derivation of the time averaged o, o —ds 98" _ 4 L
form of Eq.(16), with the following result: T'Pe=pT Ui —+puiT'—+T'—(puj's’)
- IXi X IX
TPt TPl =k— T k2 (in Ty 2T T
'Pl=k— (InT)— —(In 4 J !
° N2 ax;i - 0x; Ixi +KT'—In| T| 1+ — (22)
_ IX; T
_du au] 17
7y ax; M ax; A7) This equation for tha” P/ correlation is a new result for turbulent

incompressible flow. It is considered that all terms in this equation

In Eq. (17),_the physical Processes of conversion of entrOpé(an be more readily determined than the past formulations. The
production, arising from mean viscous effects, to entropy produ

tion due to fluctuating viscous/temperature effects have been Cg%ll_owmg section considers such modeling of terms in E2p).

tured in theT' P/ correlation. Other terms remain as previously
described for Eq(12). This equation seems to be more straight- i ] )
forward than Eqs(11) and(12), provided that suitable empirical 4 Eddy Viscosity Models of Mean Entropy Production

models can be developed for théP; and thermal gradient cor- A few simplified models, based on the solution of the Reynolds
relations. Kramer-Bevaf8] proposed a closure approximation foraveraged Navier Stokes equations and an eddy viscosity for mean
a subset of possible flow fields by using a small thermal turbentropy generation, have been documented in past literature
lence assumptiofSTTASS. A detailed discussion of the STTAss[4,5,7,9. The linear eddy viscosity model assumes a Boussinesq
will be given in an upcoming section. At this time, no modefelationship between the turbulent streséassecond momenks
exists for theT’ P, correlation(to our knowledgg The following and the mean strain rate tensor through an isotropic eddy viscos-
section attempts to provide such modeling. ity. Although these models attempt to minimize complexity, it is
difficult to ascertain if the essence of relevant irreversibilities has
been captured with sufficient accuracy, due to the lack of experi-
C Fluctuating Temperature and Entropy Production Cor-  mental data. It should be noted that no relevant experimental data
relation. In order to derive a general, combined time averaga@garding these turbulence correlations of entropy production has
equation for the mean entropy generation, THé; correlation been measured and reported in the literattweour knowledgg
was modeled after multiplying both sides of the entropy transportMoore and Moore[4] suggest the following correlations for
equation, Eq.(1), by T. Then, time averaging is performed tomean entropy production, thermal diffusion and viscous dissipa-
yield tion, respectively:
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— Kkl 2 a7\ 2 ST P equation. Since the dissipation of TKEenoted bye) appears in
TP=—|| —| +| =—] |+7 ﬂJrT/, o (23) the positive definite mean entropy production equation, it is an-
S — 1] ij .. .
TL\ X IX; 0X; IX; ticipated that its local value can be computed throughout the flow

domain by the Clausius-Duhem equation, Ef). A formulation
aT"\ 2 aT 2 for the proposed model is presented for the eddy viscosity and
k(—) =ki| o (24)  second moment turbulent closure.
Combining Egs.(11), (17), and (22) we obtain the following
combined entropy equation for turbulent flow:

au’ M au;

[ B =gl
Wax w T axg o P J — e AT\
In Egs.(24) and(25), k, and u, denote the turbulent molecular TP.=T| — (ps)+ — (pu;s+pu’s’)+k—In| T[ 1+ —
conductivity and the turbulent molecular viscosity, respectively. at IXi IXi T
This model misses most of the correlation in ELj7), due to the

assumption that the temperature fluctuations are small compared d T J aT’ _ au au/
to the mean temperature. Unfortunately, there is no experimental =K—(nT)—+k—(InT)'—+7; —+ 7| —
or theoretical evidence to verify that the missing terms are suffi- i 28 2 % 2 X
ciently small for all turbulent flows, under a range of flow condi- & P J
tions. ) ) ) ) _p-l-/uil_ _pii-l-/__-l—/_(puirs/)

Due to these inconsistencies, particularly close to the wall, e X e

Kramer-Bevan proposed a different physically based model for
the viscous dissipation correlati¢], i.e.,

J
- —KT'—In
L ouf IX;

o, = (26)

(30)

T/
ﬁuz)
T

_ . o m g L The fourth term on the right side of E¢30) represents the
wheree is the “true” dissipation of turbulent kinetic energy. The gissipation of turbulent kinetic energy. This term, calledan be
definition of’e differs from the definition of dissipation of turbu- interpreted as a physical mechanism by which exefGpd is

L . X S
:gn; kinzetlc_l_ﬁn?_rgyl in the S?ndaﬁg model (documented in yoqiroved in turbulent flow. This view agrees with the traditional

ef. [12)). The final improved model becomes interpretation that associateswith the rate at which turbulent
— ke[ aT 2 IO kinetic energy is converted to internal energy in the flow. The
r t T — 4 (27) terms after the second equality in E@O) reveal the physical
T N OX; processes leading to exergy destruction in turbulent flow. The total
i - _exergy destroyed in turbulent flow is the sum of the exergy de-
In contrast to the Moore model, which uses the positive deflnlgqroyed due to irreversible heat transfegrms 1, 2, and 8 vis-
entropy equation, the small thermal turbulence_ model is based g dissipatioriterms 3 and % turbulent enthalpy transféterm
time averaging of the entropy transport equation. It assumes tBgtang the work done by fluctuating temperature against turbulent
the fluctuating component of temperature is small compared to t@ﬁtropy transfer by mass exchangerm 6 and 7. All of these

mean temperature. In formulating this model, the fluctuating temyreversible processes dissipate useful mechanical energy into less
perature in Eq(11) is replaced by a Taylor series expansion ofisefyl internal energy.

those functions. The expansions are truncated after the lineay js important to note that E30) re-emphasizes the impor-
terms, thereby yielding the following equations for mean entroRynce of maintaining the positivity of in numerical simulations.
production and mean specific entrof8}: The time-averaged entropy equation does not shed much light, in

ml

aXi

o — regards to modeling o€, except when simplified by the small
) :ﬁ( §3+i Wfl Cvr“tJrk ﬂ =0 (28) thermal turbulence assumption. Complete modeling of the
S oot p AX; L T\ Pr, AX; - Clausius-Duhem equation can only be achieved through experi-

ments, for calibrating closure coefficients when approximating the
T P nonlinear fluctuating terms. Two approacliisear eddy viscosity
s=s,+c, In=—RIn— (29) and differential second momerDSM) closure$ will be de-
T Pr scribed for modeling and simplification of EB0).
The turbulent Prandtl number Parises in Eq(28) because the A Linear Eddy Viscosity Closure. The terms in the time

entropy-velocity correlation has been modeled with a Reynol%@ ; .
S reraged entropy equation, E@0), can be determined from a
analogy. Under the STTAss, extra terms arise in the entropy tray Rear eddy viscosity model as followsee appendix

port equation, with an increase in the diffusion term. This is
equivalent to adding an effective diffusivity u,/Pr, to the ther-
mal diffusivity in the laminar model.

5 Turbulence Modeling With the Second Law

The exact equation for the dissipation of turbulent kinetic en- 1
ergy (TKE) is useful to understand the meaning and importance of =—
various terms, but usually it cannot be rigorously modeled in its T2
full detailed form[13]. Modeling of the exact equation is tradi-

tionally carried out by drastic simplification and it usually in- . k o (1) d

volves a laborious empirical determination of five or more closure
coefficients. This section attempts to obtain the dissipation of

TKE using the Second Law under the STT Assumption. In this
approach, the local entropy production in convection dominated
flow can be computed based on mean quantitiedocity and
temperaturgobtained from the solution of the RANS equations,
using both the transport and positive definite forms of the entropy
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The left side of Eq(31) was developed from the entropy trans6  Turbulent Entropy Production in a Channel

port equation on the left side of Eql). That expression must The newly derived formulation for mean entropy production

equal the positive definite rate of entropy production from th\%. ; . X ) ) :
; : ! ! ill be validated using direct numerical simulation data. Turbulent
Second Law in Eq(8), which becomes the right side of E@L). ow between two parallel plates at four different Reynolds num-

. -l
cohnar:h?e Liﬁmsggﬁ g:ltrqup(\(ﬁ?)é)t tg;%t;n;sthr:[::aeﬁgnééhgf tergtr;(s)lenLers, based on the friction velocity, is considered in this section.
9 P PY Attention is focused on the positive definite model involving the

by mass and heat floisecond term in square bracket®n the dissipati S . .

. ; . issipation of turbulent kinetic enerdyight side of Eq.(33)],
right side of Eq.(31), the terms refer to entro roduction asso-; ! oo . .
ci%lted with the?r;al)molecular and turbulent cﬁ)i?‘/flf)sion of the meannce the entropy transport equation requires inclusion of the vis-

apl A . .
M ) . o ous dissipation in the energy equation for accurate modeling.
temperature fieldfirst term in square brackgtsviscous dissipa- Considel? an incompressib%()a/ flgw in a parallel channel of Ier?gth
tion of the mean velocity fieldgsecond termy and irreversibilities

T L ; . L and widthD. The plates are spacédapart. It is assumed that
in dissipation of turbulent kinetic enerdyhird term). Within the - . -
braces, the terms represent entropy production corresponding}h[ width is much greater that the height. The head loss due to

; . o rictional effects in the channel is related to the Darcy’s friction
irreversible temperature fluctuatioffirst and second termsnd factor f as follows:
irreversible interactions between fluctuating velocity and temperg- :

ture fields(remaining termpg Lu?

It is viewed that the individual terms in braces can be obtained Hi=hg=f an (34)
through the following correlation governing the dynamicsTof
(Tennekes, Lumley14]), i.e.: whereu and g are the mean velocity and acceleration due to

gravity, respectively. It can be shown that the loss term due to

_ 9T J | 1——j3 a [T — viscous dissipation in the mechanical energy equation can be re-
Yo\ 2 " ax |2 L Cox\ 2 )| T ax lated to entropy production and head loss by
T\ 2 1 1 .
[T 2 H,:.—f 7VodV = .—f TP.AY (35)
“\ox, (32) mJv mJv
wherea is the thermal diffusivity. wherem andV refer to the mass flow rate through the channel and

differential control volume, respectively. Also, the colon symbol
B Differential Second Moment (DSM) Closure. The dif- (:) designates matrix contraction between the shear stress and ve-
ferential second moment closure directly solves the transp@stity gradient tensors in the viscous dissipation term. The previ-
equations for the Reynolds stresses in the momentum equatiegs result linking head loss and entropy production can be derived
This approach is used to obtain the scalar fluxes in turbulent flogfter combining Bernoulli's equation, E¢) and the mechanical
involving the transport of passive scalars. The computed turbulesiiergy equation for incomressibleminar or turbulentflows.
heat flux,T’u’ and Eq.(A1) can then be used directly in E(R0) By combining Eqs(34) and(35) and substitutinglV =DLdy
to give and m=puDh in the resulting equation, the integral value of
mean entropy production in an adiabatic channel can be related to

J al ___ pc, kK oT Darcy’s friction factor, i.e.
—(pS)+—| puis+ —u/T' —=—
ot IXi T T X 4 —_—
—\ 2 . _ 2 pu
k| oT — Js Tij dau; € k [ 9T’ — . .
=—|—| +pT'u/—+ =—+—+{ —| — wherep, T, andPg are the density, mean temperature, and entropy
T2\ 9% X T X T | T?\OX production rate per unit volume, respectively. The integral value
- of the entropy production rate is obtained from the positive defi-
k g1\ ¢ 5. PG| 9 u/T’? nite entropy equation, based on spatial gradients of velocity, dis-
+ 2 x| =) ax ) — v sipation of turbulent kinetic energy and temperature. The Rey-
Xi\T) oXi T [ T nolds number based on the friction velocity, Re computed with
= the friction velocityu,., half channel heighs, and the kinematic
2 L T A N viscosity v. Similarly, the Reynolds number based on the bulk
Ui ax\ T oT2| ox; W5+ axi( ) velocity Re is computed with the mean velocity, hydraulic diam-

eter, and the kinematic viscosity. Fluid properties are obtained at a
(33) temperature of 295 K. A useful observation is that E2p) sug-
ests that entropy production can be used as a standardized metric
¥ loss characterization in duct flows. By using entropy produc-
tion in this way, the equivalent friction factor becomes a product
B the local exergy destruction integrated over the flow domain
and a constant based on averaged values of the flow variables.
Darcy’s friction factor is a dimensionless group defined as fol-

This approach dispenses with the eddy viscosity to express
turbulent shear stress in terms of mean flow quantities.
Similarities in turbulent irreversibilities can be observed in Eq
(31) and (33). From left to right on the left side of Eq33), the
terms represent the transient change of mean entffigy term
and the transport of entropy by mass and heat fleecond term

in square bracketsUnlike Eq.(31), the heat flow is not modeled lows:
with a turbulent conductivity in this case. On the right side of Eq. 87,
(33), the terms refer to entropy production corresponding to ther- f= o0 (37)

mal molecular diffusion of the mean temperature figidst term),
diffusive entropy transport in the mean flow field due to velocitffhe following computations with DNS data will show close
fluctuations(second terry) viscous dissipation of the mean veloc-agreement between friction factors calculated by E§6) and

ity field (third term), and dissipation of turbulent kinetic energy(37) with the Colebrook friction factor for channel flow. This

(fourth term. In a similar way as previously described, the termslose agreement will provide useful validation of the newly de-
within braces represent entropy production corresponding to irméved entropy production model for turbulent flows.

versible temperature fluctuatioiiirst and second termsand ir- Computations off at Re=180, 395, and 590 were based on
reversible interactions between fluctuating velocity and temperdirect numerical simulatio@ONS) data of Moser et al.15]. The
ture fields(remaining termpg data of Kuroda et a[.16] was used to computeat Re=100. The
Journal of Fluids Engineering NOVEMBER 2004, Vol. 126 / 897
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Table 1 Friction factors at different Re . 0.00015
Re,
100 180 395 so0 &

E b
f (based onr,) 0.0383 0.0325 0.0260 0.0232 3 1% _
f (based on present modeling 0.0388  0.0324 00252 00225 & 000010 1% Moore Model

g ~o- Present

é —e- Viscous Mean

o
computed friction factors based on E¢86) and (37) are com- & 0.00005
pared in Table 1. The present results show excellent agreem: § :
with Darcy’s friction factor computed from the Colebrook equa £
tion and Egs.(36) and (37). The Colebrook equation is docu- ™
mented in Ref[17]. The results are illustrated at various Reynold: -
numbers based on the bulk velocity in Fig. 1. The results sugge 0000
that the present turbulence modeling of entropy producfjr- ' '

0.00 0.10 0.20 0.30 0.40

ticularly in terms ofe) has been accurately formulated.

Another useful validation of the new formulation is outlined in
Fig. 2. A comparison with Moore’s model is presented, in regar
to the spatial distribution of entropy production in the channel.
is useful to observe that the integral value of entropy production
computed from Moore’s model in Eq&3) and(25), based on the
production of turbulent kinetic energy, is within 1% of the newly

formulated model. Although close agreement is achieved, t e ;
X . . o ! e diffusion component of the entropy transport equation. Also,
newly derived formulation of Eq(33) includes additional mecha- vk, appears in the effective diffusivity of the positive definite

nisms of turbulent entropy production, particularly involving dis- gtropy equation, as well 82 terms. In contrast to conventional

sipation terms. Figure 2 illustrates that past turbulence predmtno%ode"ng of the dissipation rate equation, an alternative method is

y/h

ig. 2 Local distribution of integrated entropy production in a
annel

ept for the eddy diffusivity added to the effective diffusivity in

with Moore’s model give certain erroneous distributions of th eveloned. which involves both transport and positive definite
mean entropy production. Moore’s model under-predicts the eJ)- ped, P P
orms of the turbulent entropy production equation.

tropy production closer to the wall and over-predicts entropy pro-
duction away from the wall, before it decreases to zero in the
middle of the channel. The additional curve in Fig. 2 shows th&cknowledgments

the viscous mean dissipation is the main component of entropyrinancial support from the Natural Sciences and Research

production near the wall, but other components become most si§5uncil of Canada and the University of Manitoi@raduate Fel-
nificant at further distances away from the wall. In particular, thg, ship; O. B. Adeyinkais gratefully acknowledged.
mean viscous dissipation accounts for more than 80% of the tota\fv '
entropy production at approximately" <9, wherey™=yu,/v. Nomenclature
This percentage decreases to zero in the center of the channel.
e = thermal energy per unit mass, J/kg
7 Conclusions Cp, C, = specific heats, J/kgK
k = thermal conductivity, W/mK

Modeling of turbulence correlations for the entropy transport p = pressure, Pa

equation is outlined in this article. Closure of the correlations

involving fluctuating temperature and entropy production is ac- S - entro_]E)_y prc:ductloJr}kralt(e, WK
complished through Reynolds averaging. An alternative model, ? _ ?pem IC entropy, Jikg
which uses the small thermal turbulence assumption, is proposed T B tlme, S " K
for calculating mean entropy production. The validity of this _ erlnp_etra ur/e,
STTAss model is addressed. With an eddy viscosity closure, the u _ ve ?C' Y, /S dinat
model resembles the corresponding laminar flow formulation, ex- X — Cartésian coordinate
V = volume
Greek
0309 - 1.00 _ . =
\\ —— Colebrook: Turbulent Smooth Ducts p = den5|ty_v kg_/ .
] N e Present Model p = dynamic viscosity, kg/ms
0.25 \ ' ¢ = general scalar quantity
\\ --- Colebrook: Laminar Flow Tij = stress tensor
0.20 4 ‘!\ »  Entropy-based: Laminar SUbSCI’iptS
B i, j, k = coordinate directiongtensor notation

i L L
0.15 > 0.10 t = turbulent

0.10 4 N Superscripts

Friction Factor (Turbulent)
Friction Factor (Laminar)

()* = normalized by the wall variables

0.05 \ () fluctuating quantity(turbulence notation

Appendix. Derivation of Linear Eddy Viscosity Closure

0.00 . T T 0.01
100 1000 10000 100000 1000000 The fluctuating component of the specific entropy is given by
Re
’ p!
Fig. 1 Friction factor based on present entropy production s'~c,——R— (A1)
modeling T p
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By the Reynolds analogy, Equationg17), (28), and(A11) can be combined under the STT
Assumption. After several algebraic manipulations,

o k& aT o

T (A2) _
Also, based on the STT Assumption, i(p§)+ 7 pUS— 1) Com a

o _ at X T\ Pry X

ds ¢, dT A3 )

' ! = | (ktyk)| —| [+ =2 —+—+{k|l—
Using Eqgs.(A1)—(A3) in the first term on the right side of Eq. T? Xi TOoX T 2
(22) gives
5 k o (1) d—5 pc,| o [uT?
pT uiﬁ_)q:_ykl (9_)(| (A4) 2 IXi \ T/ 9% T | 9% T
wherey=c,/c,=1 for incompressible fluids. _ 9 2 pC, P =
The second term in Eq22), under the STT Assumption, be- U = |t U F Ui (T
comes axi T 2T ﬂxi Xi
as’ d T , 9 [1) ¢, aT’ (A12)
T—=~T'—|c,—|=c,(T)2—|=|+ 2| T'—
i i T MAT] TL X This result represents the turbulent entropy transport equation,
(A5 pased on a linear eddy viscosity closure.
After time averaging,
Js' 59 (1) ¢ 19(T")?
T—=c(T)'—| |+ =| 7/ (AB)
OX; X\ T TL2 X References
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On the Grid Sensitivity of the Wall
.2 | Boundary Condition of the k- w

Instituto Superior Técnico,
Department of Engineering, T b I IVI d I
Avenida Rovisco Pais, 1 Lisbon, u r u e n c e 0 e
1049-001 Portugal

This paper presents a study on thewkturbulence model with regard to the numerical
implementation of thes boundary condition at a solid wall, where tends to infinity.

y Mf Hoekstra Three different implementations are tested in the calculation of a simple two-dimensional
Maritime Research Institute Netherlands, turbulent flow over a flat plate. Grid refinement studies in grids with different near-wall
- P.0.Box28 6700AA, grid line spacings are performed to assess the numerical uncertainty of the predicted drag
Wageningen, The Netherlands coefficient G . The results are compared with the predictions of several alternative al-

gebraic, one-equation, and two-equation eddy-viscosity turbulence models. For the same
level of grid refinement, the estimated uncertainty gf @btained with the ko model is
one order of magnitude larger than for all the other mod¢BOI: 10.1115/1.1845492

1 Introduction algebraic Cebeci and Smith meth(#&l, the one-equation models

The use of eddy-viscosity turbulence models in the Reynol%rOpOSEd by Mentef7] and by Spalart and Allmarg§], and for

. X S oI e low-Reynoldk-e model proposed by Chief9].
averag_ed Nawer-S_tokes equations is still common practice in t ©The paper is organized in the following way: Section 2 presents
numerical calculation of complex turbulent flows. Nowadays, o :

of the most pooular eddv-viscosity models is the two-equati fie numerical implementations of the boundary condition
. _Pop y y ; - qQualifisted. For the sake of completeness, the procedure to estimate the
eddy-viscosityk-w model proposed by Wilcoxl] in a version

that th itivity to the f i bound umerical uncertainty of a given solution is briefly described in

i a rel_rlim\{ﬁs € sensitivi yd edrge-s ream boundary CONaction 3. The results obtained for the 2D incompressible flow

1ons, like theé ones propose ia] an [3]. . over a flat plate are presented and discussed in Section 4 and the
One of the major advantages claimed for ki@ model is the

ability to compute th& andw transport equations in the near_wa”conclusmns of this study are summarized in Section 5.
region without the use of any damping functions. On the other
hand,w goes to infinity at the wall, which can hardly be consid-
ered as a strong point of the model. Proposals for implementatian Wall Boundary Condition for
of the w boundary condition at a solid wall are available in the
open literature.

Usually a finite value forw is imposed at the wall, either de-
rived from the distance of the first grid node to the wal| or

According to Wilcox[1], the exact solutichof w in the viscous
sublayer is

from the so-called rough-wall conditidd]. The numerical imple- 6v .
mentation of the latter has been discussefdinand[5]. 0= By2 for y, <2.5, 1)
n

The o wall boundary condition proposed by Menter [i2] is
formally grid dependent, because it involves explicitly the grid
spacing adjacent to the wall. Conversely, the rough-wall boundamherey, is the distance to the walf is a constant of the model
condition is dependent on the roughness selected, even for roug§ual to 0.075, angt, =u,y,/v, u, being the friction velocity.
ness values well below the hydrodynamically smooth limit, as thgg at the wall wherg,, =0, » goes to infinity. This is an awkward

results presented ] show. Therefore, in the present study Weyoundary condition from the numerical point of view, requiring at
have investigated also our own alternative to the numerical implast a decision on its practical implementation.

mentation of thew boundary condition at a solid wall, which isan |n [1], Wilcox suggests the use of 7 to 10 grid nodes in the
attempt to remove the grid dependency. viscous sublayer to obtain an accurate implementation ofuthe
Our aim is to investigate the consequences ofdlveall bound-  wall boundary condition. But this is not a very attractive proposal,
ary condition for the convergence of meaningful viscous flowecause one has to ensure that all the selected grid nodes are in
quantities with grid refinement and to estimate the numerical uthe viscous sublayer; moreover there is some arbitrariness in the
certainty obtained with the near-wall discretizations typically usesumber of nodes chosen. An alternative would be to apply(Hq.
in viscous flow calculations. In order to avoid unnecessary COmyr gl the grid nodes that havg <2.5, but with two major
plications, we have selected a simple two-dimensid@al) in-  yrawbacks:
compressible flow over a flat plate as the test case.
Four grid refinement studies, using different near-wall grid line + Since the number of grid nodes satisfyiyg<2.5 is solution
spacings, have been carried out for the so-called BSL and SST dependent, it may invoke convergence difficulties due to os-

versions of thek-w model, proposed if2], as well as the version cillations between consecutive iterations.
based on a turbulent, non-turbulent analy&@®T) version[3] e The use of this type of switches leads to scatter in the data
with the three numerical implementations of thevall boundary obtained from grid refinement studigk0].

condition mentioned above.

For comparison, the same studies were also performed for t Therefore, in the present study we consider the following three
' g\?ernatives for the numerical implementation of théooundary

condition at a smooth surface:

Contributed by the Fluids Engineering Division for publication in ticeJBNAL
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division
September 9, 2003; revised manuscript received May 26, 2004. Review conductedThis is the exact solution of the transport equation when only diffusion and
by: T. Gatski. dissipation are retained and the eddy-viscosity is set equal to 0.
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* BC1: Specifyw at the first grid node away from the wall in whereng is the number of grids available. The minimum of Eq.
accordance with Eq.l) as (8) is found by setting the derivatives of E) with respect to
6v éo, P, anda equal to zero. The details on the solution of ).
(w)2=007—2- (2) are given in[10].
078Yn)> Our experience with the GCI method has shown that its appli-

« BC2: Specifyw at the wall from cation in monotonic convergent solutions which exhibit an ob-

60y served order of accuracy significantly larger than the theoretical
(W)=, (3) order of accuracy may be troublesoifi?]. Therefore, we have

0.078y7): considered an alternative based on an error representation with a

as suggested by Menter in RER]. power series with fixed exponents, which we have tested before in
« BC3: Use the rough-wall boundary condition to obtain the [10]. Thus when the observed order of the accuracy is larger than
wall value. 2_, we consider an alternative representation of the error estimation

2500y given by
(0h=—pr—, 4)
ks Srez= i~ do=aih?+ azh?. 9)

wherekg is the typical roughness size.

The alternative BC1 yields a formally grid-independent bounqjeggﬁgggr;r([gl)ois also solved in the least-squares root sense as

ary condition providedy,), is in the range where E@l) is valid.
Although the value of @), is irrelevant in BC1, it is fixed with
Eq. (3) when needed in, e.g., postprocessing.
Hellsten[5] has found that the constant in BC2 should prefer- -
ably be chosen somewhat smaller, viz. 36 instead of 60, to im- Eg (ot ahP)T2
prove the consistency of the predictions of the wall friction. In our “~ [¢i— (ot ahD)]
tests we have maintained Menter’s original version, however. U= (10)
In [4], the alternative BC3 has been tested for fixed values of ng—3
ks =u,ks/v, which implies varying for a given surface. How-
ever, in practical situations a uniforky is more realistic. There- for Eq. (7) and
fore, in the present study we have selected a constamtlue, .
corresponding t&J =1 at the inlet of the computational domain. .
So Wephave ugseds P ;- (¢i_(¢0+alhi2+a2h?))2
Us= , 11
2500 ° ng—3 -

(uf—)inlet (5)
for Eq. (9).
We can summarize our procedure for the estimation of the nu-

C%erical uncertainty, valid for a nominally second-order accurate
g}ethod, as follows:

The standard deviation of the fit; is used as one of the con-
tributions of the uncertainty.

(w)1=

all along the wall.

It may be mentioned that we have included the alternative B
only for comparison purposes; it is already known that it does n
reproduce the smooth wall soluti¢4,5]. 1. The observed order of accuracy is estimated with the least-

squares root technique to identify the apparent convergence
condition according to the definition given above.

3 Uncertainty Estimation 2. For 0.5<p=<2
» The uncertainty is estimated with the GCI, Ef), usingFq

The basis of our procedure for the estimation of the uncertainty : ; ) .
=1.25 and the numerical error estimated with Richardson ex-

U of the solution on a given grid is the standard grid convergence

index (GCI) method[11] which says trapolation, Eq(7), using the least-squares root technique.
 The standard deviation of the fity, Eq.(10), is added to the
U=F|Jrel. (6) uncertainty.
F, is a safety factor and is the error estimation obtained by 3. For 2<p<3
Richardson extrapolation « The uncertainty is estimated with the GCI, Ef), using
U=1.25 max| &z, | Sreal)-
—b —d =ahP
Ore= ¢i~ po=ahy, ™  The standard deviation of the fit;, obtained from Eq(10)

where ¢, is the numerical solution of any local or integral scalar or (12), is added to the uncertainty.

qugntity on a given g(iddgsignated by thg subscript ¢, is th.e 4. For 0<p=<0.5orp>3

estimated exact solutiomy is a constanth; is a parameter which ) ) )

identifies the representative grid cell size, ands the observed  * U is set equal to the maximum difference between the solu-

order of accuracy. tions obtained in the available grids multiplied by a factor of
There are three unknowns in E@): ¢,, a, andp. Therefore, safety,Fs=3.

threg geometrically similar grids are requweq to estimae. If 5. Forp<0 the uncertainty estimation fails.

solutions on more than three grids are available, more than one_

grid triplet can be chosen to estimatge. It is our experience that ~ This means that we adopt the GCI for &p=<3, but we refer

these estimates can vary a lot. Therefore, we comytea, and 0 Ed. (9) in addition to Eq.(7) in some circumstances. Far

p in such cases with a least-squares root approach that minimi2®§ve 3 the use of the Richardson extrapolation may lead to un-
the function acceptably small uncertainty levels. Fox@<0.5, on the other

hand, dre becomes excessively large and so the GCI will be over
Ng conservative. In both cases we prefer to use the maximum differ-
S(¢hora; )=\ 2, [~ (bt ahP)]? (8) ence between the data of the selected solutions to estimate the
i=1 uncertainty.
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Fig. 1 Convergence of the friction resistance coefficient with the grid refinement. SST version
of the k- model.

4 Results ing parameter defines the ratio between the distance of the first
) ) _and second grid nodes and the equidistant spacig. have se-

4.1 General. The selected test case is a 2D, incompressiblgcted a stretching parameter of 0.2 for thelirection and four
turbulent flow on a flat plate. The computational domain is a recgifferent ones for the direction: 0.001 for set A, 0.005 for set B,
angle with the inlet located at Re1.07< 10° and the outlet at .01 for set C. Set B-2 has a similar stretching as set B, but it has
Re~=1.1x10". The outer boundary is located §fL=0.04, an equally spaced distribution in the viscous sub-layer, as sug-
which is about four boundary-layer thicknessasthe outlet away gested inf18]. The typical values of the maximugi® at the first
from the flat plateL stands for thex value at the outlet. grid node away from the wall are given in Table 1 for the four grid

The flow field is computed with a 2D codd4] based on a sets. It is clear that most of the grids of set C do not satisfy the
discretization procedure similar to PARNASSQ$5]. Theoreti- commonly accepted value of*<1. However, our aim is to
cally, the discretization of the continuity and momentum equasyajuate the dependence of the solution uncertainty on the near-

tions is second-order accurate. However, the numerical solution,gf), grid line spacing and so we have also considered cases with
all the turbulent quantities transport equations is only first-ord -1

accurate, because we have applied first-order upwind scheme

: X e iterative and round-off errors are negligible compared with the
Reynolds-averaged Navier-Stokes equations and so the PressUreJs atization error g9 P

glso gon&derzt_:i_ to be an “”'Fff‘o(;”?- At the (;nlczt é)oungary,l theWe have selected one global and two local flow quantities to
oundary conditions are specified from standard boundary-layg,q, o0 the convergence of the flow field and its numerical un-

profiles. The inlet eddy-viscosity profile is the same for all th ertainty:

turbulence models tested. A detailed description of the boundaty '

conditions applied at the four boundaries is giverji8].  The total friction resistance coefficie@y obtained by inte-
The calculations were performed on four sets of 11 geometri- gration of the shear stress at the wall.

cally similar Cartesian grids. The finest grids have 2241 grid * The axial velocity componeriti* and the eddy-viscosity,

nodes and the coarsest onesx@ll grid nodes. The grids are atx=0.8774 L,y=2.034x 10 * L, which corresponds to a

stretched toward the plate as well as to the inflow boundary using |5cation in the log-law regiory* = 100.

the one-sided function proposed by Vinokur[itv]. The stretch-

The uncertainty inJ* and v, is estimated at a location which

2The boundary-layer thickness is estimated from the experimental results of
Wieghardt and Tillmarj13]. 3A stretching parameter value of 1 yields therefore an equidistant distribution.
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Table 1 Typical values of the maximum

y™ at the first grid node away from the wall

N, XNy Set A Set B Set C Set B-2
241 0.08 0.39 0.77 0.38
201 0.09 0.46 0.93 0.45
181 0.10 0.52 1.03 0.51
161 0.12 0.58 1.16 0.57
141 0.14 0.67 1.33 0.65
121 0.16 0.79 1.56 0.76
101 0.19 0.95 1.89 0.91
91 0.24 1.06 2.38 1.14
81 0.24 1.20 2.38 1.14
71 0.24 1.38 2.38 1.14
61 0.33 1.62 3.23 1.52

Table 2 Friction resistance coefficient and its uncertainty estimates for the SST

k- model in the 241 X241 grids

Finest grid, 24k 241
BC1

SST BSL TNT
Grid Co u Cp U Cop U
Set x 10 (%) P x 10 (%) P x 10° (%) p
A 2.6502 0.22 1.59 2.7199 0.16 1.71 2.6649 0.31 6.74
B 2.6293 1.47 0.87 2.6978 151 0.82 2.6431 0.80 1.06
C 2.6089 3.71 0.19 2.6763 3.54 0.10 2.6221 2.93 0.29
B-2 2.6332 1.23 0.81 2.7018 1.19 0.79 2.6478 0.50 1.17
BC2
SST BSL TNT
Grid Co U Co U Cp U
Set x 10 (%) P x 10° (%) P x 10° (%) p
A 2.6492 0.26 1.53 2.7188 0.20 1.62 2.6639 0.39 5.40
B 2.6242 1.80 0.85 2.6924 1.85 0.81 2.6379 111 1.00
C 2.5988 4.80 0.37 2.6657 4.65 0.32 2.6120 4.03 0.49
B-2 2.6281 1.43 0.86 2.6964 1.40 0.84 2.6426 0.72 1.14
BC3
SST BSL TNT
Grid Co u Cp U Cp U
Set x 10 (%) p x 10 (%) x 10° (%) p
A 2.6803 0.15 2.07 2.7516 0.11 2.29 2.6955 0.39 7.36
B 2.6408 2.42 1.26 2.7099 2.44 1.26 2.6548 1.93 1.37
C 2.5767 6.50 1.04 2.6423 6.57 1.04 2.5894 5.63 1.13
B-2 2.6449 2.22 1.21 2.7142 2.21 1.21 2.6597 1.70 1.35
Table 3 Friction resistance coefficient and its uncertainty estimates for the SST k- model in the 121 X121 grids
Coarsest grid, 122121
BC1
SST BSL TNT
Grid Cp ] Cp U Cp U
Set X 10° (%) p x10° (%) p x10° (%) p
A 2.6409 0.75 1.42 2.7122 0.58 1.48 2.6629 0.29 2.10
B 2.6037 4.65 0.31 2.6729 4.15 0.07 2.6250 — <0
C 2.5765 — <0 2.6447 — <0 2.5965 — <0
B-2 2.6135 3.54 0.22 2.6830 3.08 0.06 2.6350 1.92 0.69
BC2
SST BSL TNT
Grid Cp ] Co U Co U
Set x 10° (%) p X 10° (%) p x10° (%) p
A 2.6388 0.84 1.38 2.7100 0.67 1.42 2.6608 0.34 1.97
B 2.5939 5.63 0.36 2.6626 5.17 0.16 2.6150 4.50 0.06
C 2.5573 — <0 2.6244 — <0 2.5769 — <0
B-2 2.6034 4.64 0.33 2.6724 4.25 0.23 2.6246 2.75 0.69
BC3
SST BSL TNT
Grid Cp ] Co U Co U
Set x 10° (%) P X 10° (%) P x10° (%) p
A 2.6703 0.76 1.71 2.7433 0.60 1.82 2.6930 0.39 2.28
B 2.5696 6.89 1.10 2.6368 6.91 1.10 2.5901 6.59 1.10
C 2.4347 21.3 0.70 2.4951 21.2 0.70 2.4517 17.3 0.81
B-2 2.5833 13.3 0.58 2.6511 13.6 0.57 2.6041 10.1 0.70
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Fig. 2 Convergence of the friction resistance coefficient with the grid refinement. Algebraic
Cebeci and Smith model, one-equation models of Menter and Spalart and Allmaras and Chien’s
k-€ model.

does not coincide with a grid node. A third-order interpolation For all these flow variables we have estimated the uncertainty
scheme based on the blending of bilinear and biquadratic basfsthe solution on

functions is applied to determirg® and v, at the selected loca- ) . ) _

tion. The resistance coefficient is calculated using the trapezoidaf The finest grid of 24X 241 grid nodes, using the data of the

rule for integration of the skin friction coefficier@;, which is six finest grids covering a grid refinement ratio of 2. _
evaluated with a one-sided two-point scheme foriederivative ~ * The 121x121 grid using the data of the six coarsest grids
with respect toy at the wall. which also cover a grid refinement ratio of 2.

Table 4 Friction resistance coefficient and its uncertainty estimates for the algebraic Cebeci and Smith model, one-equation
models of Menter and Spalart and Allmaras and Chien’s k-€ model in the 241 X241 grids

Finest grid, 24k 241

Cebeci and Smith Menter
Grid Co U Cp U
Set X106 (%) p X 10 (%) p
A 2.6715 0.03 1.88 2.6803 0.05 0.85
B 2.6721 0.06 1.90 2.6798 0.07 251
C 2.6735 0.16 1.65 2.6739 2.23 0.42
B-2 2.6714 0.03 1.80 2.6788 0.11 2.24
Spalart and Allmaras Chienls-e
Grid Cp U Cp U
Set x 10° (%) p x 10° (%)
A 2.6460 0.02 1.01 2.7034 0.04 2.02
B 2.6470 0.03 211 2.7046 0.09 1.92
C 2.6488 0.12 1.93 2.7066 0.22 1.68
B-2 2.6460 0.02 1.30 2.7026 0.01 —
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Table 5 Friction resistance coefficient and its uncertainty estimates for the algebraic Cebeci and Smith model, one-equation
models of Menter and Spalart and Allmaras and Chien’s

k-€ model in the 121 X121 grids

Coarsest grid, 1224121

Cebeci and Smith Menter
Grid Co U Cp U
set x10° (%) p X 10° (%) p
A 2.6734 0.14 1.59 2.6795 0.07 0.99
B 2.6757 0.28 0.87 2.6735 0.43 2.28
C 2.6806 — <0 2.6427 1.87 2.30
B-2 2.6732 0.25 1.02 2.6710 0.89 1.58
Spalart and Allmaras Chienls-e
Grid Co U Cp U
set x 10 (%) p X 10 (%) p
A 2.6455 0.03 1.60 2.7057 0.15 1.94
B 2.6493 0.16 1.91 2.7102 0.38 1.81
C 2.6562 0.67 1.44 2.7170 2.35 0.08
B-2 2.6454 0.19 6.42 2.7026 0.20 —

4.2 Friction Resistance CoefficienCp. The calculation of at the wall, that it suffices to discuss the results obtained with the
the friction resistance is usually one of the goals of a viscous flo8ST version only. Nevertheless, we have included the data ob-
calculation. Therefore, it is an excellent flow parameter to assdained with the other two versions in the tables.
the convergence properties of the solution. The convergence dE with the grid refinement using the three

As expected, the results obtained with the three versions of themerical implementations of the wall boundary condition is
k-w model [(BSL), (SST), (TNT)] are not exactly equal. How- illustrated in Fig. 1. The line fits to the data plotted in the three
ever, there was so much similarity in the behavior of the thremib figures have been derived with the least-squares root approach
versions with respect to grid convergence and their reaction on tgplied to the six finest grids.
different numerical implementations of theboundary condition ~ Tables 2 and 3 present the values@y, the estimates of the

141 BC]- 14
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Fig. 3 o profile in the near-wall region at x=0.8727 L. SST version of the k-w model.
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Fig. 4 Convergence of U at x=0.8774 L, y=2.034X10~* L with the grid refinement. SST ver-
sion of the k-w model.

uncertaintyU, and the observed order of accurgzyfor the two » The comparison of grid sets B and B-2 shows that the use of

selected discretization levels in the four grid sets. an equally spaced grid in the viscous sublayer does not produce
The overall tendencies observed in the convergence of the deagy significant improvement in the accuracy of the solution.
coefficient are similar for the three implementations of éhevall « As expectedsee[4]), the rough-wallw wall boundary con-

boundary condition. Notably, the implementations BC1 and BCdition BC3 does not lead to the same results as the other two
show essentially the same behavior. _ implementations. The highest levels of uncertainty are obtained

The near-wall grid line spacing is of course an essential parafr this « wall boundary condition. However, it exhibits the small-
eter for the accuracy of the skin friction determination. This igst dependence of the observed order of accuracy on the near-wall
evident from the fact that the uncertainty is smaller for the coargsiq |ine spacing.

est grid of set A than for the finest grids of the sets B, C, and B-Z., ggyera| cases do not exhibit an observed order of accuracy in

A careful comparis_c_)n of the performance_of the BCl BC2, a’lﬂe expected range,<Ip<2. As mentioned above, the order of
BC3 boundary conditions shows the following additional trendsaccuracy tends to decrease with the increase of the near-wall grid

« Naturally, in each grid set the estimated uncertainty increasé#e spacing. This is particulary evident for the results obtained in
with the near-wall grid line spacing for all the tested boundarhe coarsest grid of set C, where several cases exhibit apparent
conditions. This effect is accompanied by an increase of the ofivergence. However, there are also cases where the observed
served order of accuracy with the reduction of the near-wall grigrder of accuracy is significantly larger than 2. It is our experience
line spacing. that the observed order of accurdd] is extremely sensitive to

Table 6 Uncertainty estimates for U at x=0.8774 L, y=2.034X10™* L. SST, BSL, and TNT k-w models in the 241 X241 grids.

SST BSL TNT
U(%) U(%) U(%)
Grid Set BC1 BC2 BC3 BC1 BC2 BC3 BC1 BC2 BC3
A 0.23 0.24 0.14 0.26 0.28 0.19 0.89 0.90 0.65
B 0.87 1.00 1.09 0.99 1.09 1.17 1.80 1.86 1.55
C 1.59 2.03 2.77 1.70 2.14 2.84 2.14 2.58 3.29
B-2 0.78 0.82 1.06 0.73 0.82 1.13 1.54 1.53 1.54
906 / Vol. 126, NOVEMBER 2004 Transactions of the ASME
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Table 7 Uncertainty estimates for U at x=0.8774 L, y=2.034
X10~* L. Cebeci and Smith algebraic model  (CS), one-equation

models of Menter (MT), and Spalart and Allmaras (SA) and
Chien’s k-e€ (KE) model in the 241 X241 grids.
U(%)
Grid Set CS MT SA KE
A 0.02 0.07 0.03 0.01
B 0.01 0.07 0.04 0.03
C 0.04 0.12 0.07 0.08
B-2 0.02 0.06 0.03 0.01

order of magnitude larger than for the other eddy-viscosity mod-
els. This is clearly a numerical penalty of the near wall behavior
of w.

» The equally spaced grid in the near-wall region significantly
improves the accuracy of the drag prediction for the algebraic
Cebeci and Smith model, one-equation Spalart and Allmaras
model, and Chien'&-e model. However, in thé&-o models and
in Menter’s one-equation model there is only a minor effect of the
near-wall equally spaced grid. This result must be related to the
use of the von Karman length-scale in the dissipation term of
Menter’s one-equation model and to thesolution in the near-
wall region for thek-w model, respectively.

It can be noticed that the observed order of accuracy of the drag

small disturbances in the data. Therefore, these results indicg@efficient is less dependent on the grid line spacing for these

that there are difficulties with the near-wall convergencevof

In order to assess the grid convergence performance d&f-the
model in comparison with other models, a similar study has beg\ﬁt
conducted for four alternative eddy-viscosity turbulence models:
the algebraic model of Cebeci and Smith, the one-equation mod{el
of Menter and Spalart and Allmaras, and Chiekre model. The
results obtained with these four models are presented in Fig. 2

Tables 4 and 5.

turbulence models than for tHe @ models. Nevertheless, there

are still some cases where the observed order of accuracy is sig-

nificantly different from the expected value, specially for the grids

h the largest near-wall spacing.

It is also worthwhile to observe that even in such a simple

tibulent flow the differences between the predictions of the vari-
turbulence models are larger than the numerical uncertainty

evel.

There are two main differences in the convergence propertiesy 3, Profile in the Near-Wall Region. The convergence

obtained with the three versions of tkew model as opposed to

the other four eddy-viscosity turbulence models

properties ofCp obtained with thek-w models must be influ-
enced by the near-waltb profile. Let us therefore have a look at

+ The estimated uncertainty level for thew models is one the behavior ofv in the viscous sublayer as a functionydf at the

Cebeci & Smith

0.554
0.553 |
0.552F

0.551F

1

0.55F
0.549F

0.548f

Menter

p=1.52
a SetB
— p=0.72
v SetC

p=1.87

o SetB-2

p=140

T T T
0'547(. 1 > 3

h/h,
Spalart & Allmaras

0.651

0.55F
0.549F

o0.548f

1

0.547F
0546}
0.545|F

0.644————s

E el — e —
0533} 4 5
h/h,

Chien k — €

SetA

p=1.85
IS SetB

—_— p=0.72
v SetC

p=1.94

o SetB-2

p=0.97

2
h/h,

Fig.5 Convergence of U" at x=0.8774 L, y=2.034X10~4 L with the grid refinement. Algebraic
Cebeci and Smith model, one-equation models of Menter and Spalart and Allmaras and Chien’s

k-€ model.
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Fig. 6 Convergence of v, at x=0.8774 L, y=2.034X10™* L with the grid refinement. SST ver-
sion of the k- model.

representative location=0.8727 L, which coincides with a grid second grid node away from the wall. Also the rough-wall bound-

line in the finest grid of the four grid sets. In Fig. 3 we havary condition shows a clear dependence on the near-wall grid line
plotted the quantity

spacing.
2
w* = ®pBYn 4.4 Ulinthe Log-Law Region. As stated by Wilcox if1],
6v ' the effects of a numerically inaccuratewall boundary condition

which according to Eq(1) should smoothly tend to 1 at the wall.can distort the entire boundary-layer solution. Therefore, we have
»* has been explicitly set to 1 at the wall for all the profiles. /S0 checked the convergence properties offievelocity field

The results plotted in Fig. 3 are a clear indication of the diffil? the present study. To illustrate the results we have selected a
culties with thek-w model. There is an inaccurate solutioneofn ~ 10cation in the log-law region atx=0.8774 L, y=2.034
the near-wall region. Although the solution improves with the grie 10~ * L, wherey"=100. As forCp,, graphical results are given
refinement, the basic anomaly near the wall persists. The tf@s the SST version of th&-«» model only.
alternatives BC1 and BC2 are again very similar, but the alterna-The convergence of the local value @f with the grid refine-
tive BC1 exhibits smaller values ab*. This is reasonable be- ment is illustrated in Fig. 4, while Table 6 presents the estimated
cause thew transport equation is also solved at the first grid nodencertainty for the finest grid of the four grid sets with the SST,
away from the wall for the alternative BC2, whereas in the boun®SL, and TNT versions of th&-w» model.
ary condition BC1 the transport equation is solved only for the In general, the results show the same trends as found above for

Table 8 Uncertainty estimates for  »,/v at x=0.8774 L, y=2.034X10"* L. SST, BSL and TNT k-e models in the 241 X241 grids.

SST BSL TNT
U(%) U(%) U(%)
Grid Set BC1 BC2 BC3 BC1 BC2 BC3 BC1 BC2 BC3
A 0.21 0.23 0.16 0.16 0.19 0.12 0.55 0.04 0.57
B 1.08 1.29 1.76 1.14 1.31 1.75 0.72 0.90 1.46
C 2.90 3.03 4.77 2.98 3.06 4.75 2.22 2.41 4.34
B-2 0.82 0.98 1.67 0.74 0.94 1.65 0.39 0.56 1.33
908 / Vol. 126, NOVEMBER 2004 Transactions of the ASME
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Fig. 7 Convergence of v, at x=0.8774 L, y=2.034X10~* L with the grid refinement. Algebraic
Cebeci and Smith model, one-equation models of Menter and Spalart and Allmaras and Chien’s

k-€ model.

Cp, with very similar solutions for the two boundary condition As for the drag coefficient, the level of the estimated uncer-
implementations based on the near-wall analytical solutiom,of tainty for these four turbulence models is at least one order of

BC1, and BC2.

magnitude lower than the values obtained for the three versions of

The observed order of accuracy 19t is close to 1 on the four the k-w model. This result confirms Wilcox’s statement that the
grid sets for the rough-wall boundary condition. On the otheaffects of the numerical difficulties with the wall boundary con-
hand,p is clearly below 1, but increasing with a decrease of théition are not limited to the near-wall region.

near wall grid spacingga>Pg>pc) in the results obtained with

the BC1 and BC2 implementations.

It is also important to emphasize that the observed order of
accuracy obtained fod?! is clearly above 1 in most of the con-

The estimated exact solution, i.&J! at h;/h;=0, obtained vergence studies performed with the algebraic, one-equation, and
from the four grid sets is far from being coincident; this holds fok- e models. Furthermore, in the solutions obtained with these four
all three numerical implementations of the wall boundary models there is a remarkably good agreement between the esti-

condition.

mated exact solutiotJ! for h—0 obtained from the four grid

The results of the grid refinement studies performed for thasts.
other four turbulence models considered in this study are pre-Also here, the differences obtained between the predictions of

sented in Fig. 5 and in Table 7.

Table 9 Uncertainty estimates for wv./v at x=0.8774L, y
=2.034X10"* L. Cebeci and Smith algebraic model  (CS), one-
equation models of Menter (MT), and Spalart and Allmaras (SA)
and Chien’s k-e€ (KE) model in the 241 X241 grids.

U(%)

Grid Set cs MT SA KE
A 0.03 0.15 0.03 0.07
B 0.07 0.21 0.03 0.15
C 0.01 0.15 0.04 0.03
D 0.01 0.10 0.04 0.02

Journal of Fluids Engineering

the various turbulence models are larger than the estimated nu-
merical uncertainty.

4.5 w,inthe Log-Law Region. The differences between all
the predictions compared above are a consequence of the selection
of the turbulence model that defines the eddy-viscosityThere-
fore, we have also checked the convergence properties of the
eddy-viscosity field. The location selected to illustrate the results
of v, is the same as used in the previous sectionfbr

The convergence properties obtained with the SST version of
the k- model are illustrated in Fig. 6 and Table 8 presents the
estimated uncertainty for the three versions of khe model.

There is a remarkable resemblance between the results obtained
for the eddy-viscosity and for the drag coefficient. The trends
discussed above fdZp hold for the v, data as well. This result
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confirms the importance of the numerical properties of the turbu-+ Imposingw at the first grid node away from the waiihich
lence model in the quality of the solution of the continuity andormally removes the grid dependency of the boundary condition
momentum equations in a turbulent flow. is a viable alternative to the specification of a finiizvalue at the
For the sake of completeness, we also presenttheonver- wall. But effectively, it does not improve the behavior of the
gence properties obtained for the other four turbulence modelsiution.
tested. Figure 7 presents the convergence,oét the selected .« The use of an equally spaced grid in the viscous sublayer may
location with the grid refinement and Table 9 presents the unc@iprove the numerical accuracy of viscous flow calculations with
tainty estimates in the finest grids of each grid set. eddy-viscosity turbulence models for a given grid density. How-
There is once more a strong correlation between the convgizer, the amount of improvement appeared to be dependent on the
gence properties ofy and Cp. The level of uncertainty in the {,.hilence model selected.

predictions performed with the algebraic, one-equation, lard ", yhe flat_plate-flow test case the numerical errors were con-

models is again one order of magnitude smaller than in the res%}gtently smaller than the modeling errdiie., the differences
of the k-w models. i

between the results of various turbulence models
5 Conclusions

This paper presents a numerical study on the accuracy of tur-
bulent flow calculations with the eddy-viscosiktw model in
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wexander vakhot § - Simulating Pulsatile Flows

Ben-Gurion University of the Negev, Beersheva A pulsatile laminar flow of a viscous, incompressible fluid through a pipe with a sudden
84105, Israel constriction (an orifice) was simulated by an immersed-boundary method. A fluid is forced
. - to move by an imposed sinusoidally varying pressure differepgt). For a pulsatile

. ) leOIaV N'kltm flow through a pipe orifice, an oscillating recirculation bubble develops behind the orifice.

Institute of Mechanics, Moscow State University, The induced flow rate, @), the recirculation bubble length, ¢t ), as well as their phase
1 Michurinski prospekt, 119899 Moscow, shift (¢ , ) with respect to the imposed pressure difference were computed for different

Russia constriction ratios and the Womersl¢Ws) number.[DOI: 10.1115/1.1845554
1 Introduction without the source term only if=0 everywhere outside the ob-

. . stacle. This requirement is very difficult to satisfy when imple-

A numerical study of the fundamental hydrodynamic effects igienting 18 nu?nerical schemesy. Therefore, onef)cl:an expec? that
complex geometries is a challenging task when discretizinghly an approximate equivalency of the two solutions will be
Navier—Stokes equations in the vicinity of complex geometrybtained. The peculiarity of IB methods is that the no-slip bound-
boundaries. The use of boundary-fitted, structured or nonstriry condition is not imposed at the initial stage but instead is
tured grids can help to deal with this problem, although the ngradually attained during the time-advanced computing proce-
merical algorithms implementing such grids are usually inefficieture. In other words, the obstacle’s boundary “gets built up” in-
in comparison to those using simple rectangular meshes. This dile the surrounding fluid. For this reason, IB methods are some-
advantage is particularly pronounced when simulating nonsteaijes called “virtual body” methods. . . .
incompressible flows if the Poisson equation for the pressure hadltroducing an artificial force intl) is crucial for implementing
to be solved at each time step. Iterative methods used for Comd@gner_seq-bou_ndary ap_proa(_:hes. In addition, the bourglaies
meshes have low convergence rates, especially for fine grids. @ﬂf coincide with the grid points of a rectangular mesh where the
the other hand, very efficient and stable algorithms for solvingf °City values are computed. This means that in order to impose

Navier—Stokes equations in rectangular domains have been deys¢ N0-slip boundary condition, numerical algorithms require that
oped. These algorithms use fast direct methods for solving t node velocity values be interpolated onto the boundary points.

Poisson’s equation for the pressia. These difficulties led to '"US, the performance and effectiveness of any IB method de-
the development of various approaches that rely on formulatifgnds on both the source for@ and the computation data ex-
complex geometry flows on simple rectangular domains. cl ange(lr_ner- and extrapola_tlonbetween the grid and the im-
One approach is based on the immersed-boundBjymethod Mersed(virtual) boundary points.
as introduced by Peskii2] during the early seventies. At present, References of different |mmersed-bound?ry methods can be
immersed-boundary-based methods are considered to be a po#d in recently published paps]. We note “a direct forcing
ful tool for simulating complex flows. In the present study, wéPproach, which was suggested by Mohd-YUgdffor numerical
applied an immersed-boundary method for simulating tim&chemes using spectral methods. Fadlun €tsland Kim et al.
dependent flows through a pipe orifice. [6] developed the idea of direct forc_:lng for implementing _flnlte-
Immersed-boundary methods were originally used to redu¥glume methods on a staggered grid. Our present study is based
simulating complex geometry flows to those defined on simpRh @ direct forcing approach suggested by Kim ef@). These
(rectangulardomains. To understand the basic method, consideP#thors contributed two basic ideas towards introducing direct
flow of an incompressible fluid around an obstafle(S is its forcing for the immersed-boundary methods for finite-volume-
boundary placed onto a rectangular domdii). The flow is gov- based numerical schemes on a staggered grid. One was a new
erned by the Navier—Stokes and incompressibility equations wiiymerically stable interpolation procedure for evaluating forcing,
the no-slip boundary condition d& The fundamental idea behindand the other introduced a mass source/sink to enhance the solu-
IB methods is to describe a flow problem, definedir-, by tion’s accuracy. In Ref[6], forcing and the mass source/sink are
solving the governing equations inside an entire rectangillar applied at the grid points only on the immersed body and not
without an obstacle, which allows using simple rectanguldpside the flow. Both ‘direct forcing’ methods ¢5,6] were ap-
meshes. To impose the no-slip condition on an obstacle suffacelied for time-stepping numerical schemes in which the step of
(which becomes an internal surface for the rectangular domaiposing the no-slip condition is followed by the pressure correc-
where the problem is formulatgda forcing termf (an artificial tion step, thus changing the velocity at the boundary points by
body force is added to the Navier—Stokes equations as followsD(At?).
u Numerous experimental investigations have been focused on
e _ 2 fully developed periodic pipe flows with sinusoidally varying
o (UV)U=Vp+vViutf. (1) pressure gradientsr flow rateg. Numerical investigations of pul-

. . . . . satile flows in a pipe have received considerable attention for
ggsn%lgrgloiﬁr?éitgifgictlﬂg tgg&nﬁﬁgﬁségf;nmerisoiﬁetf;ﬁ]%%rsslgi d decades. Low-spedthminay pulsatile ro_ws havr_e been studleq in
boundaryS. Formally, the solution to Eq() is identical to that order to analyze flows through small PIPES Or In the blood cireu-

lation systems. However, unsteady pulsatile flows through a pipe
Commibuted by the Eluids Endineering Division for publication i (GuENAL with constrictions, which is of practical engineering and biomedi-
OF FLUIDISUENGINyEERINGUII\/Ianus?:Iript r(l-:‘cgeiwla\(/jI Ilay the Iflﬂidts Ehginleering DivisionCal I.mportance’ have received only meag.re attention. Complex
July 24, 2003; revised manuscript received March 26, 2004. Review conducted rdiovascular flows such as a stenosis in blood vessels, flows
Jeffrey Marshall. through artificial valves have similar features for relatively simple
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@ Uﬂ “@ Vlerl:*ﬂeZ"’VHIJrl, (8)
d D=2r, 5 pL
5 : where
R B B )
VH'+1:VH'+V(¢—At—V2¢). 9)
Fig. 1 Schematic design of a pipe with an orifice 2

Following the immersed-boundary approach developed by Kim
et al.[6], a provisional velocity fieldy, is first computed from

geometry flows through a pipe orifice. Such flows are accompa—u' _Ap 3 A 1 o |
nied by separation, recirculation and stagnation, and secondarg; — p_Lez_ E(u Vu'- E(u VU VAU VITL
vortex motion. Laminar flows are comparatively simple for nu- (10)

merical(or analytical analysis and are a natural choice to provide

basic studies of fundamental hydrodynamic effects in pulsatit€t US denote by the grid points nearest to the boundary surface
flows. and located inside the immersed body. At these points, the values

U=y are re-evaluated by choosingto satisfy the no-slip bound-

ary conditiont=0 for the provisional velocity at the boundary

. i surface pointx=xg. For that purposey; is computed by inter-

2 Flow Through a Pipe Orifice polating the velocity values dii, obtained at the staggered grid
We consider an incompressible fluid forced by a pulsating preseints of a computational cell containing the immersed-boundary,

sure difference to move through a pipe with periodically distribento the boundary point=xs. Then, the forcing term in Eq5)

uted orifices. A schematic drawing of the pipe is presented in Fig. computed from

1, where the computational domain is marked by dashed lines.

|

The governing Navier—Stokes equations with the added forcin,g+1/z: u—u o ﬂ 4 E(u'-V)u'— E(u"1~V)u"1 — vy
termf are At pL 2 2

du  Ap 5 +VIT' (11)

—=—¢,— VII—(u-V)u+vVeu+f, (2)

at - pL at x=x;, otherwise(at x#x;), f "12=0.
subjected to the incompressibility constraint The incompressibility constraint Eq7) leads to the Poisson

equatiod for ¢. We recall that according to the immersed-
V-u=0. ®3) boundary technique, the Helmholtz equatin for a provisional

We consider an axisymmetric two-dimensional flow, namely théelocity field, u™, and the Poisson equation fgrare defined in
velocity field u="[u,(r,zt),0u,(r,zt)] and VII the entire computational domain without the obstdele orifice.
=(dll/ar,0011/3z). In Eq.(2), we split the pressure gradient intoWe assume the periodicity irdirection for bothu** and ¢. At

two terms, when the pressure differenda(t), is prescribed by the pipe’s wall we impose no-slip conditions fo* and the
Neumann conditions fop, ¢,(r=R,z)=0. All variables are as-

Ap(t)=Apo[1+ y,sin(wt)], (4)  sumed to be axisymmetric. The standard Poiseuille parabolic ve-

whereAp, is a prescribed pressure difference across a comput@city profile, u)=1-r?, is used as the initial conditions.
tional domain. The computational domain lendthwas set large

enough to exclude the influence of the periodicity conditions. |
all computations, a fully developed Poiseuille velocity profile h

2.2 Accuracy of the No-Slip Boundary Condition. When
a:%r'hplementing the no-slip boundary condition, the immersed-
h ] . oundary method introduces an error. To estimate this error, the
_been estab_llshed at th‘?bc.’ll.“'e.t- Cg{nPUI('jn? lettakr]gech ofZgo L,-norm of the velocity components with respect to the values
'tirggf);ggl'TC;\%?&?%S)'V']@HSO& gj'rr]ne utggnﬂewgsz:‘:snu;qeuda prescribeql at the b_oundary_points_have to be mor_1itored in time.
to bé eriodic irnz direction' which meaﬁs that it does not contribFOr an axisymmetric flow with motionless boundaries, as consid-
ute topthe ressure differe,nak (t). In Eq.(4) andw are the ered n this paperu=(ur_,uz). TheLz-nprm error 1 the no-slip

X P PLL). g.1%), yp a . condition for each velocity component is defined in the root-mean
amplitude and the frequency of the pressure difference oscillgs are form
tions, respectively.

Np
2.1 Numerical Scheme. For solving the governing equa- L,(W)= /LE w2 (12)
tions (2) we use a three-level time splitting scheme, Adams— 2 Nyt "
Bashforth and Crank—Nicolson discretization of the nonlinear anq1 . . .
viscous terms: wherew=u, or u, andN, is the number of selected points speci-
a) explicit step fying the boundary. Results of computations can be considered
reliable only if the no-slip boundary condition is satisfied with
ur—u' Ap 3 | -1 -1 | d+12  Teasonable accuracy.
At L% S (U VU= (U Vju = VID+ 77, To control the accuracy, the fluid velocity was monitored on the
(5) immersed boundary surface. Figure 2 shows théu,) and
L,(u,) norms computed at the orifice’s surface for a steady flow.

b) viscous step One can see that the no-slip boundary condition is imposed with

ur* —u* 1 machine accuracy. In the Introduction we noted that, applying the

BN vz(Vzu' +V2urr ), (6) immersed-boundary method, the no-slip condition is gradually at-

tained during the time-stepping computing procedure. Steady

C) pressure correction step flows are relatively simple to simulate by the immersed-boundary
uI+1_ ur* -

R — —V¢, V. qu:O. (7) The forcing points are !ocated on the immersed boundary or insilde the body.

At Therefore, the cell containing the immersed boundary does not satisfy the mass

. . . . conservation and a source/sink,must be introduced for these near-boundary cells.
It is readily seen from Eq95)—(7), that upon executing a time This means that in Eq7) the incompressibility constraint should be, speaking gen-

step, the advanced-in-time pressure gradient is erally, written asV - u'*'=q. For details see Ref6].
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Fig. 2 L,-norm error in the no-slip boundary condition; steady . . . .
flow through a pipe orific§7] (the results obtained in R€f7] are also

cited by White[8]). As noted earlier, in all calculations, the com-
putational domain length,, has been set large enough and the

method. For the pulsatile flow considered in this paper, Fig. fylly developed Poiseuille velocity profile has been established at
shows the typical time-history of tHe,-norm error in the no-slip the outlet. Therefore, despite the imposed periodicity in the
condition. To clearly show the second-order error in the no-sifsdirection, our calculations are equivalent to those that specify
condition, theL ,-norm is plotted in Fig. 4 againstt?. Accurate e Poisedille velocity profile at pipe's inlet—outlet. In RET),
implementation of the no-slip boundary condition is important fofumerical solutions of the Navier—Stokes equations have been

predicting the development of a recirculating bubble behind j}ptained using the vorticity-stream function formulation, and the
n

orifice. The size of recirculation regions can be estimated gte-dlfference equations were solved by iterations. Miflsem-

means of zero-vorticity contours. The computations performed BiPyed a special treatment of the sharp orifice corners using Th-
us confirm the existence of wo secondary eddies at the orifice! S ﬁ_pproxcljmatlon f?r tlhe ‘éva# vg_rtlct:ty. fic@nthroudh
wall corners in addition to the main recirculation bubtsee Fig. n this study, we calculated the discharge coefficlegthroug

5). One can see that the rear secondary eddy at the cornefiRiPe orifice as is defined in Refz]:

extremely small. Such small eddies always take place for flows 1 pU2 D\4
through orifices and over forward- or backward-facing steps. For Cy== \/—m (_) -1/, (13)
flow through a pipe orifice, even for moderate Reynolds numbers, 2 V2(p1—p2)|\d

the size of the upstream eddy is much smaller than that of thgere,D is the pipe’s diameted is the orifice’s inner diameter,
main downstream edd7]. The prediction of small secondaryy . is the mean velocityp; — p, is the pressure drop across the
corner eddies is an important test for spacial resolution used fgiifice computed using the integration path of Ré&fl. The dis-
calculations. In our case, it is also a test for demonstrating t@farge coefficient for different Reynolds numbers (R2Re,) is
capability of the applied direct forcing immersed-boundary aghown in Fig. 6. One can see that our results are in very good
proach. agreement with the experimental data presented in [Ref.

In Fig. 7 we show streamlines and vorticity contours for a

2.3 \Verification of the Numerical Scheme. The numerical &Rpeping flow, Rg=0.01. As in Ref[7], the flow pattern is per-

scheme has been applied for simulating a steady laminar fl

— dt =I0,01 ) ' — dt l'0.01
-=- dt=0.005
— dt=0.001

10} 10°
10 20 30 40 50 60 10 20 30 40 50 60 - N R TR § :
t @ t ®) P12 14 18 18 2 22 24 26
z
Fig. 3 Time history of the L,-norm error in the no-slip bound-
ary condition; pulsatile flow Fig. 5 Vorticity contours
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3— Ref. [7]. Fig. 7 Creeping flow. Streamlines and vorticity contours,
Re,,=0.01.

fectly symmetric with two small eddies present in the orifice-wall

corners. The size of the eddies is about half of that of the orifitg%su'ts for the pressure drop exceaq,. The solid line in Fig.

a) corresponds to the approximation suggested in Réf:

size.

Sisavath et al.11] recently numerically studied a creeping flow rfA Pe
through a ring-type constriction in a pipe. Dayik2] derived a 8—=3[17(d/D)2], (14)
semianalytical(though quite cumbersomesolution for the total #Qo

velocity in the form of a disturbance flow to the steady Poiseuili@herer,=d/2. In Fig. §b) the centerline velocity excesAU.,

flow. Sisivath et al. presented the results of Wahg] for a flow is compared with that df12] (cf. Table 1 in[12]). The agreement,
through a thin annular disc. In Figs(@ and 8b) we compare our as can be seen, is excellent.

results with those obtained by Sisavath et[all] and in Refs.

[12,13. The results of Refd.12,13 are reproduced by us as pre-

sented in Ref[11]. In Ref.[12], the additional pressure drop due3 Results and Discussion

to the constrictionAp., and the maximunicenterling velocity - .
excess,AU., have been computed for orifice ratidéD=0.2 3.1 Flow Character'lstlcs. We have used the'mean yelouty,
+0.9. Sisivath et al[11] suggested a simple approximation folm, and the pipe radius,,, as the characteristic velocity and
the excess pressure drapp, . Very good agreement of the resultdength, re.spe(‘:tlvelly. The b.alance betwegn the local and convective
obtained by Davi§12] with those in Ref[11] was found ford/D acc_eleratlon, inertia and wscous_forces in the governing equations
between 0.4 and 0.6. For severe constrictiodtD(<0.25), the (2) is characterized by the nondimensional parameters:

discrepancy is large. Sisavath et[dll] explained this by possible wry  Juldt
substantial numerical errors in implementing the semianalyticat w*=U—oc v local versus convective acceleration
solution in Ref[12]. m (U-V)u

In Figs. 8a) and 8b) we present the results obtained for a U.D (u-V)u
pressure dropAp., and the centerline velocithAU., excesses « Re.=—
due to the pipe constriction that were computed for two orifice 4 vV2u
widths, h=1/32 andh=1/64. One can see that the results are . .
practically identical which indicates that in our calculations theR€Ynolds number, nonlinear versus viscous terms
orifice width was set small enough for comparing our results with

ord  o*Re, Jduldt

those of David12] and Wang[13] obtained for an annular zero . w&=—"°2— o Womersley number
thickness orifice and reproduced in Rgf1]. In Fig. 8a) we show v 2 vV2u
3 ¥ h=1R2 % 9 noi@
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Fig. 8 Creeping flow. Dimensionless  (a) pressure drop Ap. and (b) maximum velocity excess
AU, vs dID.
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The Womersley numbekVs=ry(w/v)*? is a measure of oscil- nonlinear term will weakly contribute to the flow global charac-
lating effects in a flow. In this section we present different chateristics. In this study, we present any computed prop#), in

acteristics(2) in the form ofZ=Z(Ws Re,). Hereafter, the aster- the form
isk for w is omitted and all parameters are nondimensionalized. _
The following comments might be useful for interpretation of the Z()=Zo(1+ v282(1)), _ (18)
results. Let us consider two classes of results: where 5,(t) is a periodic functionpy® and 87" are +1 and—1,

i. Zis independent of Rg nonlinear effects are negligible; respectively. To estima}te the phase shift _between a ‘?Ompmed
i. Z is independent ofWs at given Re: flow is quasi-’ property,Z(t), and the imposed pressure difference oscillations,

stationary. Ap(t), we approximate(t) by E(I)

From the first class, one can distinguish flows with 1, when Z(t)~Z(t)=Zo(1+ yzsin(wt+ ¢7)). (19)
the induced local acceleration is much larger than the convecti
one. We call such flows “fully oscillating” flows. An incompress-
ible viscous fluid that is forced to move under a pulsating press
difference has several features. One is that an oscillating fluid
a phase shiftg, with respect to the imposed pressure differenc

61 low-Reynolds number flows and negligibly minor nonlinear
uerf'fects, a phaseA(p,Z)-plane instantaneous states plot is very
h%{egse to the phaseA(p,Z)-plane trajectory. This trajectory being
g.roperly nondimensionalized by

There are fundamental differences between a pulsating flow in- Ap(t)—Apg

duced by low- or high-frequency pressure gradient oscillations. ap(t)= Tzsin(wt),

The first limiting case of low-frequency oscillations, where the Yp2Po (20)
Womersley numbelVs, is small, means that the velocity varies E(t)—ZO

very slowly with time, and the derivative terdu/dt in the gov- B5(t)= ——=—=sin(wt+ ¢).

erning equation of motion can, therefore, be neglected. Thus, the ¥zZo

viscous term in the governing equation is balanced by the imposgth phase shift ellipse defined [i0]. The (ap.B7)-phase plane
pressure gradient term. Consequently, the velocity varies periogjtipse, Eq.(20), deserves some comments. It is defined in the
cally in the same phase as the pressure gradient. A flow induegg'y’ coordinate system by

by slow pressure oscillations can be considered as a quasi-

stationary flow. In contrast, for high-frequency oscillations, where ~ x'? y’? bz K

Wsis large, the viscous term can be neglected everywhere except —5 + o 1, a=y2 COf( 7) b=12 S”’(7), (21)

in the very narrow layers near the walls. The width of these layers a

is of the order of magnitude of the depth of penetration of th@here

viscous wavegx (v/w)Y2 This case is typical for boundary lay-
ers when at a certain distance from the wall the fluid moves as if ' :‘/_E(a +83), y'= E(_ ag+ B3) (22)
it was frictionless. This implies that the unsteady tefmidt in 2 PPz 2 prRzh

the governing equations is balandectcept in the narrovw-layer

: Y ; : da=— 2 cos,/2) for ¢p;>r.
by the imposed oscillating pressure gradient term, i.e., the terf ooV Z Z _— 3
pauldt and — apldz are of the same order of magnitude. There-grhe limiting case of very slow oscillation$\(s<1) means that

fore, at a large distance from the wall the fluid is forced to mov}-pe induced velocity field has no phase shift with respect to the

. . o S d pressure oscillations, i.eiz=0 anda=1, b=0. The
with a phase shiftlag) of 90° with respect to the exciting pressur mposed [ - z - .
gradient. %atter implies that the ¢, ,87)-phase plane trajectory is a degen-

The pulsating flow in a pipe without an orifice is weII-knownerr‘;’l.teh ellipse flatteneld tinlto f"‘r] arl]lmosttst_rai%ht_ lﬁ%(}): ap(V),
since Sexl's papef9] published in 1930. In this case, a flow is\''c'' Meéans CoOMpletely in-phase rajectories. ncreashy
fully developed,V=(0,0W), the nonlinear term in Eq2) van- leads to increased phase shif,, which widens the flattened

: _ / ellipse up to a circle ;= m/2, a=b=1). Further increasingVvs
ishes,11=0, and the solution fow(r,t) reads{8] may be followed by increased phase shifts upgp== and a

Apy R B =0, b=1. This is the case when the(, 37)-phase plane trajec-

w(r,t)= g~ (rg—r?)+Reallw(r)e™"], (15) tory is degenerated into a straight liag(t) + 8(t)=1. As fol-
K lows from this expressiony,(t) and 7(t) trajectories are oppo-
where site in phase. Finally, we note that forQp, <, the phase plane

time trajectory of the &,,37) instantaneous states @unter-

. ApoYp| Jo(rviw/v) clockwise but for ¢p,> 7 it is clockwise
w(r)= _ : (16)  In Fig. 9, the phase shiftpy, is shown as a function of the
pLo | Jy(roVinlv) Wi Q e _
omersley numbenWs, for moderate constrictiord/D =0.75.

In the past, numerical implementation of the expresgibs), One can see that the data scattering is insufficient, which means
which includes a Bessel function with an imaginary argumerthat the phase shift is practically independent of the Reynolds
was carried out by hand using tables, which required quite cumumber. In other words, for the considered range of Reynolds
bersome calculations. Now fortunately, this can be easily calcaumbers, the nonlinear effects are negligible &b =0.75 and
lated using standard computer software. This solution obvioudlye phase shift of the induced flow rate differs slightly from that

shows that the flow rat@(t)=2wfg°w(r,t)rdr has a phase shift for an oscillating flow in a pipd9]. In Fig. 10 we present the

. . ) ase shift data fod/D=0.5. From Fig. 10, we can clearly see
\(’:V;t: br:svfl)ﬁ;tert‘oatshe imposed oscillating pressure and, therefo é.lé dependency on the Reynolds number and that the phase shifts

are decreased in comparison with those obtained for a pipe flow.

Q(t)=Qo[ 1+ yg siN(wt+ ¢g)]. (17) InFigs. 11 and.12, we present the amplitugtg,, of the induced

) = o flow rate for different Reynolds numbers as a function of the

For a flow thl’ough a pipe orifice, the VeIOCIty field is not fU”yWomers|ey numbenVs. |ndependence Oﬁ/Q on the Reyno|ds
developed, which means thet=[u(r,zt),0w(r,zt)], and the number shows that the contribution of nonlinear terms is negli-
convective(nonlineaj term in Eq.(2) is not equal to zero. The gible. This is clearly seen for practically the entire range of the
latter means that a solution t(2) cannot be written asv  considered Womersley numbers at a moderate constriadici,
=V,(r,2)+V(r,2)e'*!, and, speaking generally, is not phase=0.75. For a relatively large constrictiod/D = 0.5, Fig. 12, this
shifted with respect to the imposed pressure. However, for flowan be observed foWs>4. On the contrary, from Fig. 12, one
with relatively low Reynolds numbers, one can expect that thean see that for slow oscillation¥s<3) yq does depend on the
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Reynolds number. For comparison, in Figs. 11 and 12, we show
by the dashed line theq / y;, ratio for a pulsatile flow in a circular anced by the imposed pressure oscillations. This means that the
pipe, as derived from SexI's solutidi5). It can be shown from amplitude of the induced oscillations is proportionahtg, and,

Egs. (15—(17) that for a pulsating flow in a pipeyo— ¥, and

consequentlyyq> v, . (The equalityyo=y, at <1 is a matter

70— 0 for slow and fast imposed pressure oscillations, respest proper nondimensionalizationFor a flow through a pipe ori-
tively. Indeed, for very slow oscillationgvith no local accelera- fice, one can expect thaty= aqy, at <1, whenay depends on
tion), the viscous forces due to the induced velocity field are bake constriction ratiod/D. From Fig. 11, we finday~1.0 for
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d/D=0.75, which means that the nonlinear effects are negligibly
weak. For “a fully oscillating” flow (Ws>1), the local accelera-
tion term, du/dt, is dominant. Moreoverju/dtxw and, as a re-
sult, the amplitude of the induced oscillations is proportional to
l/w, and, thereforeyqo—0 for Ws>1.

For a flow through a pipe with a ring-type constricti¢an
orifice), a recirculating flow(a bubble develops behind an orifice.
The recirculation bubble length_() oscillates in time, however,
due to the nonlinear effects, one cannot expectlthét) behaves
likewise Eq.(17). Our calculations showed that for the range of
the parameters considered in this studyis of the formL(t)
=Lpo[1+ 7y 8(t)]; &(t) is a periodic function(very close to
sin(wt+ ¢)); and Spa and S, are +1 and—1, respectively. The
time-averaged recirculating bubble length,§) is independent of
the Womersley numbed.0]. In Fig. 13 we show the length of this
bubble,L,,=1,+k, Re,, which grows linearly with the Reynolds
number. Moreover, a small recirculating bubblg)(exists for
creeping flom(Re~0) also, which agrees with the previous calcu-
lations cited in White[8]. The constantk, andl, for different
constriction ratios are presented in Table 1.
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Table 1 Lyo=Iy+k, Re,; k,, I, for different constriction ra- 5
tios, d/D 45}

d/D k. lo PO

0.5 0.069 0.233

0.625 0.025 0.249

0.75 0.007 0.194 ,

©
The absolute amplitudey{ L) of the oscillating separation

bubble forWs<3 is shown in Fig. 14. The separation bubble o Re. 7 ||
growth reveals the linear dependency on,Rend, therefore, such a ::...:;;
regimes could be considered as quasi-stationary. From Fig. 14, we e *
can see that for relatively small constrictiond/[D>0.75) and 0 D
low-Reynolds numbers (Rgll5), the absolute amplitude )
(7.Lyo) of the oscillating separation bubble is very small, in fact Fig. 16 ¢, vs Ws, d/D=0.5

less than 0.02. To estimate the phase shift)(between thé_(t)

and Ap(t) trajectories, we use the approximation defined in Eq.
(19) for Z=L,. In Figs. 15 and 16, the phase shift, , is shown

as a function of the Womersley numb#Vv,s, for constrictions of ries are counter-clockwise due to the phase shift between the in-
d/D=0.75 andd/D = 0.5, respectively. One can see that the dat@duced flow and separation bubble oscillations was less than

is practically independent of the Reynolds number foR4. The states marked by “a” and “b” have the same recirculation
Note thate, > 7 for relatively fast oscillations\Ws>7), indicat- bubble length, but belong to the cycle branches of decreasing and
ing that the induced oscillations of the recirculation bubble aridcreasing bubbles, respectively. In Fig. 18, we can see that for
the imposed pressure oscillations are opposite in phase. Figuredilgh oscillation flows, the deceleration cycle is characterized by
and 16 show that the phase shift is practically independent of timereasing separation bubbles.

Reynolds number for Re9. We can see that for the limiting case

of very fast oscillations\Ws>1), ¢ —5/4.

In Figs. 17 and 18 we show,(t) versusAp(t) and L(t)
versusQ(t) instantaneous phase plane states, respectively. In Fig. 1.4
17, the arrows mark the time trajectories, which are counter-
clockwise and clockwise foWws=3 and 11, respectively. Accord- 1.38F
ing to our calculations, relatively low-oscillation regime¥/$
<3) can be considered as quasi-steady. In Fig. 18 both trajecto- 1.3}
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Numerical Simulation of
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S. Raghunalhan dimens_ional pavities, _wh_ere there is: a complex intc_eraction_between_the external f_low and

the recirculating flow inside the cavity. A computational fluid dynamics approach is used
in the study. The simulation is based on the solution of the unsteady Navier-Stokes equa-
tions for three-dimensional incompressible flow by using finite difference schemes. The
cavity is assumed to be rectangular in geometry, and the flow is assumed to be laminar.
Typical results of computation are presented, showing the effects of the Reynolds number,
cavity geometry, and inflow condition on the cavity flow fields. The results show that high
Reynolds numbers, with deep cavity and shallow cavity flows can become unsteady with
Kelvin-Helmholtz instability oscillations and exhibiting a three-dimensional nature, with
Taylor-Gatler longitudinal vortices on the floor and longitudinal vortex structures on the
shear layer. At moderate Reynolds numbers the shallow cavity flow is more stable than
deep cavity flows. For a given Reynolds number the flow structure is affected by the
thickness of the inflow boundary layer with a significant interaction between the external
flow and the recirculating flow inside the cavifypOI: 10.1115/1.1845531

E-mail:sraghunathan@qub.ac.uk

School of Aeronautical Engineering,
Queens University Belfast,

Ashby Building, Stranmillis Road,
BT9 5AG, UK

1 Introduction and Prasadl23]. For unsteady incompressible cavity flow, Mehta

na}nd Lavan[12] calculated the flow in a 2D channel with a rect-

g_ngular cavity. They solved the Navier-StokkS) equations for
laminar flow in terms of the stream function and vorticity for the
eynolds number from 1 to 1500 and cavity length-to-depth ratios

Fluid flow past cavities on solid surfaces is a topic of significa
interest in a range of engineering applications. Aircraft configur
tions include cavities as an integral part of design, manufactu

and performance. Examples of such configurations inclu . . .
landing-gear wells, bomb bays, uncovered cavities to house O&I_O.S, 1.0, and 2.0. Woold 5] investigated the use of a multi-grid

cal instruments, and junctions between surfaces, to name a few: roach to calculate 2D viscous flow within rectangular cavities.
. Ustafson and HalagR4] studied the time-dependent solution of
Cavity phenomena can also be observed on a much larger scgle

€’ 2D lid-driven cavity problem for moderate to high Reynolds
for example, around the channel gates or harbor entrarcs numbers. Pereira and Souda] investigated the computation of

The presence of a cavity gt_anerates unst_eady velocity, density, %?gteady flow, with a moderate Reynolds number, past a 2D open
pressure fluctuatlc_)fB], the impact of which may exten_d dOWr]'shallow rectangular cavity. The computation results revealed the
stream of the cavity. Large levels of pressure fluctuation assogiypijization of the flow field and the eddy shedding from the

ated with cavity flows result in buffetlng.e., a response of the recirculating region due to the coexistence of the unstable shear
structure to pressure fluctuatioleading to structural failure. De- | .o\ ih the recirculating flow field. The roll-up of the separat-

velqpment of COWOI techniques to reduce the_ adverse eﬁeCtiﬂ layer is a result of the Kelvin-HelmholiK-H) instability.
cavity flows requires a fundamental understanding of aerodynam-tJnlike the 2D incompressible cavity flow, research on 3D cav-

Ics Of. complex flow over such a g?omeﬂ‘ﬁ- ngty flow is .al.so ity flow, so far has appeared, to be limited to the study of the flow
a topic relevant to aeroacoustig®ise generationand transition fields within the cavity driven by a moving lidi.e., lid-driven

studies. cavity flow) [19]. Experimentally, Aidun et al[25] investigated

Dgring the past decades, bth experimeptal and computatior[}?é global stability of a lid-driven cavity with throughflow by flow
StUd!eS have be‘?” conducted into the cav_|ty-f|ow physncs. Thg\ﬁgualization studies. Maull and Eal26] reported their experi-
stuqles were mainly focused on compressible, particularly SUPRiental results considering flow within 3D deep cavities using
sonic flowsf(see, for_ exe_tmp_le[,5—11]). AI.thOUQh Fhere have been three different low-speed wind tunnels. Further, H&st] found
some studies considering incompressible cavity flow, these W&HAt under certain conditions regular oscillations at particular fre-

mainly focused on flow inside or around two-dimensiof@D) : - -
" quencies can be observed inside the cavity. Pan and Adi&}s
cavities(see, for example,12-19), and there has been very feWprovided visualizations of the flow in a lid-driven cavity with a

investigation§ on rowinsiQe a three-dimensiona(3D) cavity width-to-length ratio of 1. More recently, Koseff and Street
known as a lid-driven cavitysee, for example16—19). e[19,28,29 studied a shear-driven, recirculating flow in a lid-

Th.e ck?mgggagionéll SItUdy gf 2D incom%ressibclje (fflavity fIIEOW b riven cavity. They found that the flow was three-dimensional and
g??hlnt et di S la(;ytshtu IeS assume Sl‘(t%aé Ows. E)(am ibited regions where Taylor-type instabilities and Taylor-
of these studies include the pioneering work by Burggeal, by  giierjike vortices (i.e, Taylor-Gatler longitudinal vortices
Weiss and Florsheini21], and by Pan and Acrivog22]. More TGL)) were present30]

recent studies on steady cavity flow can be found from Nallasa YBased on a computational fluid dynami@FD) approach, De

Vahl and Mallison[31] first demonstrated the 3-D structure of a

Contributed by the Fluids Engineering Division for publication in ticeJBNAL i _Ari ; ; P
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division“d driven cavity flow numerlcally for a rectangular cavity BL

September 13, 2003; revised manuscript received July 7, 2004. Review conducied-00- Freitas et al.30] simulated flow in a 3-D cavity and stud-
by: S. Balachandar. ied the nonlinear transport phenomena in a complex recirculating
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v, cause simulating the half-cavity flow is valid and cost-effective
> [4,9,30Q, it is assumed that the flow is symmetric with respect to
Yil \ the longitudinal-normal center plang.e., the x-z plane aty
> =0), therefore only a half span of the cavity is chosen for the
— oo computational domain. This will be considered in the discussion
> I of the results.
7 A - 2.2 Governing Equation_s. The gov_erning equat_ions are
zwip f ' based on the 3D, unsteady, incompressible NS equations. In Car-
D tesian coordinates, these equations can be written, in a nondimen-
sional form, as
0 - X U
N e V-i=0 @
L
Jau 1
Fig. 1 Geometry of the rectangular half-span cavity used for —+0-Vi=—Vp+ =V 2)
computation at Re

where, based on reference lengthfree stream velocity,. and

_density p,,, U=U(X,t) is the nondimensional velocity vector,
flow [32] for large Reynolds numberg.g.,R.=3,200). In their \yhich'is a function of the nondimensional coordinate vegtand
computational results the TGL vortices were observed and havg,a nondimensional time p=p(X,t) is the nondimensional pres-
good agreement with the experimental res(i8g]. Cortes and sure; andR.=U..L/v is the Reynolds number, whete is the
Miller [17] also studied the lid-driven cavity flow based on 3ength of the cavity and is the kinematic viscosity.
numerical meth(_)d. C_hlang, Hwang, and Sheu studied the en_ol-walbne of the primary difficulties for solving Eqél) and(2) is to
corner vortices in a lid-driven cavityL6] and revealed the major ¢ople changes in the velocity field with changes in the pressure
role played by the end vortices in the spanwise transport.  fie|q while satisfying the continuity condition, E¢l). To over-
_ Flows past cavities are susceptible to oscillations. The oscillgome this difficuity, a pressure Poisson equation is established to
tions observed at high Mach numbers are influenced by compreggiain the pressure fie[87]. The Poisson equation is formed by

ibility wave or free surface wave effects, and by the coupling ghking the divergence of the momentum equation, @j. giving
the oscillations of the shear layer over the cavity with the flow

inside the cavity. Some flow oscillations appear to be controlled, 1 ad

wholly or in part, by the acoustic modes of the cai8]. For V2p=V~(EV20—J-VJ) _V'(E) (3)
incompressible flows, the oscillatiofise., the K-H instability are €

caused by the interaction between the shear layer and the recirgtiany time step, the pressure field is obtained by solving(8x.
lating flow within the cavity. Due to the K-H instability in the hased on the velocity field obtained at a previous time step. The
shear layer, unsteady vortical structures are generated, which ceBtained pressure field is then used to derive a new velocity field,
vect across the cavity to produce fluctuations in velocity, densityhich is then used to obtain a new pressure field. This iteration
and pressure, leading to the destabilization of the flow fi88].  process continues until the obtained velocity field satisfies the

Alaminar boundary layer flow over a cavity may undergo transtequired continuity condition. In this method, the velocity and
tion in the shear layer to turbulence downstream of the caviptessure are indirectly coupled.

(e.g.,[5,34-34). Lid-driven cavity flow only models the flow . o

field inside the cavity and does not take into consideration the2-3 Numerical Method. The second-order implicit Crank-
interaction between the shear layer and the recirculating flow ificolson finite difference scheme is implemented in the present
side the cavity{10]. computation, with second-order accuracy in both time and space.

This paper presents a numerical study into the problem of iAo ensure the time accuracy, which is of particular importance for
compressible laminar flow passing a 3D rectangular cavity with@mputing unsteady flows, a sub-iteration mettigli has been
view to understanding the complex nature of the flow and the 3gsed. At each time step the computation involves the solution of a
structure of shear layer. The study was based on the solution of tfgar algebraic system with a tridiagonal matrix. This can be
unsteady 3D incompressible NS equations by using finite diffegfficiently solved using the alternating direction implicit method,
ence schemes. The study included on the flow field the effectsWhich is the method employed in the present computation.
Reynolds numbers, cavity geometry, from open deep cavity toWith reference to Fig. 1, a laminar Blasius boundary layer in-
open shallow cavity; and different inflow conditions, particularflow condition is considered. The inflow condition is specified
laminar Blasius boundary layer inflow with different boundan@long the free stream flow directidne., thex direction, assum-
layer thickness. ing that they andz component velocities andw are zero.

This paper is organized as follows. Section 2 introduces the The flow variables at the outflow boundary and outer bound-
methodology used in the study, including the governing equatiofges are specified by zero normal derivatives at each subiteration
and numerical methods. Section 3 addresses the validation res8i@ (i.e., du/dt+Catl/dn=0). No-slip boundary condition is
of the code that is used to carry out the simulation. In Sec. 4, thged on solid surfaces. At the plane of symmeirg., thex-z
results of computation of incompressible laminar flow past 3plane withy=0), the component velocity is set to be zero and
rectangular cavities are presented. Finally, in Sec. 5, a summanyfé# other flow variables are obtained by extrapolation. The entire

the investigations presented in the paper is provided. flow field above the cavity is initialized with the inflow condition,
and the flow field within the cavity is initialized to zero. The
2 Methodology initial pressure is set to its free stream value.

A nonuniform grid is used for all three directions. Specifically,

2.1 The Cavity. Figure 1 shows the geometric configuratiorBD Cartesian grids are generated with clustering of nodes near
of the rectangular cavity used for computation. The cavity hasgalls and in the shear layer region. These clustered nodes account
lengthL, width W, and depttD, and has the characteristic of anfor greater gradients in velocity and pressure in these regions.
open cavity(i.e., D/L>0.1[33]). The Cartesian coordinate sys-Figure 2 shows an example, in which the grid resolution in the
tem is used to define the problem, as shown in Fig. 1. Followirgngitudinal, lateral and normal directions for the computation
convention, the three axis directions,y, andz, are also referred domain of the cavity withD/L=0.25 andW/L=3 is 130x74
to as longitudinal, lateral, and normal directions, respectively. Be<71.
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(a) Grids on the y — z plane
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(b) Grids on the z — z (i.e. symmetry) plane at y =0

Fig. 2 Grid structures for computation

3 Code Validation This section describes the Results of computation of incom-
: : : ressible laminar flow past a 3D open rectangular cavity, based on
The code has been examined using both analytical and num%{lle CFD approaches described above are shown in Figures 4-12,

cal examples, includingta) a cubical lid-driven cavity of unit . !
; _ _the geometry of the cavity was rectangular cavifyig. 1).
length, with a Reynolds numb&.=1000, compared to the pre Throughout the computations, a grid size of ¥3x71 has

dictions by other methodd. 6]; (b) flat plate boundary layer flow, been used for the computation domain and symmetry agout

compared to the laminar _Blasuis flat solution; s(n):ifl_ov_v past a =0 is assumed. The following flow fields have been considered:
2D open rectangular cavity, compared to the predictions by For- ) ’

ristal [38] validated by the commercial software packa&geeNT 1. “Deep” cavities, with varying Reynolds numbers, assuming
and by experiments. All those validation studies indicate good  a thin boundary layer inflow;

agreements between the results produced by the present code and “Deep” cavities, with two different inflow conditions—thin
the predications published by other researchddd. Computa- boundary layer inflow and laminar Blasius boundary layer
tional results based on different grid resolutions and time steps are inflow, for a given Reynolds number;

compared, to show that the results presented in this paper are grid
independenf42].

The code has been further validated for the problem of viscous
flow in a 3D lid-driven rectangular cavity, studied by Chiang et al.
[16] and by Freitas et a[.30]. The results of computation based
on the present code were proven to be very close to those reported
in [16]. As an example, Fig. 3 shows the TGL vortices predicted
by the present method on tlyez planes ak=0.6. These results
are very similar to those observed[ib6]. Furthermore, the TGL
vortex structure captured by the present code also conforms to
those predicted by Freitas et &B0].

Upper corner vortex

4 Results and Discussion

Open cavity flows arise, typically, &/L>0.14 and are char-
acterized by unsteady velocity, density, and pressure fluctuation.
Open cavities are commonly classified into “deeith D/L Fig. 3 Velocity vectors on the  y-z planes at x=0.6, for flow in
=1) and “shallow” (with D/L<1). Open cavity flow fields are 3 3p Jid-driven rectangular cavity, with ~ D/L=1, W/L=3, and
remarkably complicated, with the internal and external regiorns,=1,500, t=246. The results are in good agreement with
that are coupled via self-sustained shear layer oscillations.  those predicted in  [16]

Lower comner vortex TGL vortices
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(a) Re = 3,000

((b) Re = 10,000

Fig. 4 Instantaneous velocity vectors on the X-z plane at y
=0.2, for laminar flow past a 3D open deep rectangular cavity
at =274

(b) R, = 10,000

Fig. 5 Instantaneous cross flow fields on the y-z plane at x
=0.6, for laminar flow past a 3D open deep rectangular cavity,
at t=274
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3. “Shallow” cavities, with varyingD/L ratios and varying
Reynolds numbers, assuming a laminar Blasius boundary
layer inflow.

This research aims to understand the effects of the cavity geom-
etry, Reynolds number, and the upstream boundary layer thickness
on the flow fields for laminar flow past a 3D rectangular cavity.

4.1 Open Deep Cavity Flows. Two aspects of open deep
cavity flows are discussed in the following sections. The results
compared tdD/L=1 andW/L=3. This study is focused on two
aspects(1) The effect of the Reynolds number on the flow fields
and(2) the effect of the inflow condition on the flow fields, for a
given Reynolds number. For the second problem, the effect of the
boundary-layer thickness at upstream lip of cavity on the flow
structure has been investigated.

4.1.1 Effect of Reynolds Numberdn computation of lami-
nar flow past the cavity with varying Reynolds numbers from
3000 to 10,000, a uniform inflow conditiofi.e., inflow velocity
U.. is constant ax=—1) was assumed so that a thin laminar
boundary layer was developed at the lip of the cavity.

The streamwise instantaneous velocity vectors, corresponding
to the Reynolds numbeR,=3000, and 10,000, respectively
[Figs. 4a) and 4b)], indicate the K-H instability in the shear
layer, due to the interaction between the external flow and the
recirculating flow within the cavity. This instability is promoted
by the inflection in the velocity(z) profile of the shear layer, and
is particularly strong in a free shear layer. The lid driven cavity
flow may have such inflections, due to the TGL vortidsse
below), but the corresponding instability is weaker. As shown
from Figs. 4, the larger the Reynolds number, the stronger the
K-H instability. In Fig. 4a), with Reynolds numbeR.= 3000, the
K-H instability was weak and the primary eddy was small. As the
Reynolds number was increased, the K-H instability became
stronger, as indicated by the increasingly violent shear layer os-
cillations, and the primary eddy became larger. It can be noticed
that, as the Reynolds number was increased, the occurrence of the
K-H instability was located close to the front wall of the cauvity.
Vortex pairing and merging could be observed in the shear layer.
In addition, two secondary vortices can be seen in Fib) 4t the
lower corners of the cavity. Both vortices were weak at a low
Reynolds numbeR,= 3000.

The cross flow is a typical phenomena of 3D flow fields, which
could not be accurately simulated by 2D model. Figur@s &nd
5(b) present the instantaneous cross-flow field onydeplane at
x=0.6, corresponding to the Reynolds numbes=3000 and
10,000, respectively. The differences in the cross-flow structure
between the lid-driven cavity flow and the flow past the cavity can
be identified by comparing the figure to Fig. 3, which showed the
cross-flow velocity vectors for a 3D lid-driven rectangular cavity
of the same geometry. Specifically, comparing Fi@) 3vith Fig.

3, both being on the samez plane k= 0.6), one can notice that,
for the flow past the cavity, the lower corner vortex was located
farther away from the corner than the same corner vortex found in
the lid-driven cavity. A further important difference between Figs.
5(a) and 3 is that the TGL vortices, which were observed in the
flows inside the lid-driven cavity witlR,=1500, appear in the
flow past the cavity witlR,=3000 rather thaf,= 1500. In other
words, a higher Reynolds number may be required for the occur-
rence of the TGL vortices in the flow past the cavity, in compari-
son to the flow in the lid-driven cavity. This is due to the lower
velocities inside the cavity and more effective dissipation, for flow
past the cavity.

In Figs. 5, at nondimensional time=274, it can be seen
clearly that the TGL vortices exist on the floor and longitudinal
vortices exist near the top of the cavity. The figure has captured
some interesting vortex structures occurring within and around the
cavity, including the longitudinal corner vortices, TGL vortices
and the vortices in the free shear layer of the cavity. These are
typical 3D flow structures.
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(a) Vorticity vectors

(b) Contours of velocity w

Fig. 6 Instantaneous flow fields on the  x-y plane at z=0.99, for laminar flow past a 3D
open deep rectangular cavity, at t=274, R,=3000

(c) 6 =0.21

Fig. 7 Instantaneous vorticity contours on the X-z plane at y
=0.2, for laminar flow past a 3D open deep rectangular cavity,
with three boundary layer thicknesses (6) at upstream lip of
cavity, R.,=10,000, t=288

Journal of Fluids Engineering

The instability on the free shear layer is not the same as the
TGL phenomena. It is due to vortex stretching of the K-H vortex
structures due to the velocity(z) profile. The flow is extremely
unstable, as shown by Fig. 5. The transverse K-H vortex core
kinks in a wave up and down. The lower portion is in a region of
lower velocityu, and vice versa; so the vortex is stretched to a
lambdalike shapée.g., in plan view, see Fig.)6The vortex in-
duced velocities have a downward component on the lower
(slowed section and thus amplify the instability. Clearly these
shear layer vortices strongly influence the flow down the rear wall
and floor of the cavity, possibly dominating the TGL vortex struc-
ture. The interaction between these two phenomena may account
for the alternate weakening and strengthening of the vortices.

In summary, the flow is dominated by several interacting fea-
tures. The high velocity gradient flow in the shear layer above the
cavity produced small vortex structures causing the K-H instabil-
ity. These vortices are unstable and tend to kink and stretch, lead-
ing to longitudinal vortices, a typical 3D flow structure, which
partially eject to form the boundary layer downstream of the cav-
ity. A type of wall jet flows down the rear wall of the cavity,
driving the main cavity vortex. It is clear that free shear layer is a
complex 3D structure, with both K-H instability and TGL vortices
interacting. This flow would become turbulent at some higher
Reynolds number and thus strongly affect the boundary layer
downstream of the cavity.

4.1.2 Effect of Upstream Boundary Layer ThicknesBhis
section presents selected results of computation of laminar flow
past the cavity, assuming a laminar Blasius boundary layer inflow,
with varying boundary layer thickness at upstream lip of cavity at
x=—0.1. The boundary layer thicknesss expressed relative to
the length of the cavityi.e., L). In particular, the cavity flow
fields with §=0.06, 0.11, and 0.21 were studied, respectively,
assuming a Reynolds numbBy=10,000. The uniform inflow,
discussed above, is equivalent to a boundary layer inflow with a
thicknesss=0.06 at upstream lip of cavity.

Figures 7 show the instantaneous vorticity contours #or
=0.06, 0.11, and 0.21, respectively. Shown in the figures are the
flows on thex-z plane aty=0.2, at the nondimensional tinte
=288.

Figure 7a) corresponds t&=0.06, showing the K-H instabil-
ity in the shear layer due to the interaction between the external
flow and the recirculating flow inside the cavity. It reveals a vor-
tex formed from the shear layer near the rear wall of the cauvity.
Figure 7b) corresponds t&=0.11, clearly showing that the oc-
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Fig. 8 Instantaneous cross flow velocity vectors on the y-z plane at x=0.8,
for laminar flow past a 3D open deep rectangular cavity, with two boundary
layer thicknesses (é) at upstream lip of cavity, ~R,=10,000, t=288

currence of the K-H instability was moved closer to the rear watéristics between the open deep cavity flow and the open shallow
of the cavity than it was found in Fig.(&. Again, some interac- cavity flow. For this, two problems have been addres§EdThe
tion between the flow in the cavity and the shear layer was seeffect of the shallow cavity geometry, particularly tBéL ratio,
But in Fig. 7(c), corresponding t&=0.21, there was no obvious on the flow fields, for a given Reynolds number; d8ylthe effect
shed vortex formation, and the shear layer directly impinged @i the Reynolds number on the flow fields, for a givieA_ ratio.
the downstream boundary of the cavity. Compared to Fig®. 7 The results of computation have been compared to the open deep

and 1b), Fig. 7(c) for 6=0.21, shows a more stable flow field incavity results, described in Sec. 4.1, under the same flow condi-
terms of much smaller oscillations in the shear layer. In this caggns.

the flow is almost steady.

Figures &a) and §b) show the instantaneous cross flow veloc- 4.2.1 Effect of Depth-to-Length RatioThe influence of the
ity vectors on they-z plane atx=0.8 for §=0.06 and5=0.21, cavity geometricD/L ratio on the flow fields was studied, for
respectively. Figure @) indicates longitudinal vortices at thelaminar flow past an open shallow rectangular cavity, for a given
floor of the cavity and in the shear layer above the cavity. Thiseynolds number. In particular, tw/L ratios were considered,
indicates that the cavity flow fields can be complex and can ewhich wereD/L=0.5 andD/L =0.25, respectively; in both cases,
hibit a strong three-dimensional nature. Figu(e)&hows that the the width-to-length ratio of the cavity wa#/L = 3. The following
cross flow became much weaker than that shown in Fig—8 presents the results obtained at the Reynolds nurRper3000,
actually, it looks like a 2D cavity flow except the left hand sideasssuming a laminar Blasius boundary layer inflow.
wall, where upper and lower corner vortices are visible. As a . _ . .
conclusion, given the Reynolds number, the cavity flow structu efldase L D|IT—0.5 _le%ureSQ Shf(.)wlsl the |r)stasar1taneou§ flow
is affected by the boundary layer thickness; the flow becom%g S (stream me};att— 4. Specifically, in Fig. 9, par(ia)_m-
more unstable and complex as the boundary layer thickness [cates the flow field on the-z plan_e aly=0.2 and par(b) is a
creases. It is probable that the flow would not be symmetricgﬁosfs flow field on thy-z plane ax=0.7. Figure %) shows the
about the midplané.e.,y=0 plane. However the flow structures vortices inside the cavity, including the primary vortex and a sec-

woul imilar to th mout iallv in th rners. Ondary vortex upstream. In addition, a K-H vortex is formed in
ould be similar to those computed, especially € COMETS- the front of the cavity in the free shear layer. Since the K-H and

4.2 Open Shallow Cavity Flows. The above section stud- the primary vortices rotate in a clockwise direction, a saddle point
ied laminar flow past open deep rectangular cavities. This sectiexists in the flow field between their cores. These vortex phenom-
extends this study, investigating laminar flow past open shallosna have also been found in 2D open shallow cavjB&3.
rectangular cavities, with a geometry shown in Fig. 1 withi_ Comparing Fig. &) with the results for the open deep cavity,
<1. This study aimed to discover the differences in flow charaes shown in Fig. &) for D/L=1 with the same Reynolds num-

(a) On the x-z plane at y=0.2 (b) On the y-z plane at x=0.7

Fig. 9 Instantaneous flow fields, for laminar flow past a 3D open shallow rect-
angular cavity with  D/L=0.5 and R,=3000, at t=204

Fig. 10 Instantaneous flow fields on  x-z planes, for laminar flow past a 3D
open shallow rectangular cavity with D/L=0.25 and R,=3000, at t=204
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flow structures at these two planes were similar. In fact, this simi-
larity has also been found between the flow structures at other
planes for which visualizations have also been performed. Thus,
the size of the primary vortex, located downstream in the cavity,
did not change significantly with the planes except for the plane at
y=1.2. This may explain why there was no significant shear layer
oscillation being found in these flow fields. These are consider-
ably different from the observations obtained earlier for the cavity
with a smallerD/L=0.5, in Case 1. These indicate that, in the
case withD/L=0.25 andR,=3000, the flow tends to be stable,
and thus exhibits a 2D nature.

For the shallow cavityp/L =0.25 the viscous effects due to the
flow seem to damp the longitudinal vortices, and also K-H insta-
bility, thus making the flow nearly two-dimensional, in the range
about 0<y<1.2. The proximity of the floor may also tend to
reduce vertical velocityv in the shear layer, thus inhibiting K-H

Fig. 11 Instantaneous flow fields on  x-z planes, for laminar

flow past a 3D open shallow rectangular cavity with D/L=0.25 - TS
and R,=10,000, at t=80 instability. Note that the boundary layer at the lip is virtually

identical for all cases oD/L, so it must be the differing flow
inside the cavity that is influencing the free shear layer growth.

ber, two observations may be obtained. First, a weaker K-H ins%ﬁ:Based on the above two case studies, it is not difficult to find

o ; . e major differences between the shallow cavity flow field and
bility was observed in the shear layer for the shallow cavity, th e deep cavity flow field. Given the same Reynolds number, it

observed for the deep cavity. Second, for the shallow cavity, t ) . :
primary vortex moved toward the rear wall of the cavity, thereb! ppears th_at_the flow field tends to become increasingly s_table as
: eD/L ratio is decreased. In other words, the shallow cavity flow

leaving room for a much larger secondary vortex to be formed d b ble th he d itv flow field i

the upstream and the further formation of the tertiary vortex. It f&'d S€eéms to be more stable than the deep cavity flow field in

believed that these differences are due to the change iDthe ©'MS of @ weaker K-H instability in the shear layer, at a Reynolds
Jpumber that is not large. However, the shallow cavity flow fields

ratio. These observations are very similar to those found for flo i X .
with 2D rectangular cavitiege.g.,[15,40). may exhibit more complex vortical structures than the deep cavity

Figure 9b) shows the instantaneous cross flow field onyte  10W fields, as indicated by the formation of a larger secondary
plane atx=0.7. The longitudinal vortices were found at the toryortex and a new tertiary vortex in the cavity. Moreover, as will be
and floor of the cavity. The structural similarity between Figa)5 SNOWn next, as the Reynolds number is increased, the shallow
(for the deep cavity at th&=0.6 plane and Fig. 9b) (for the cavity flow field can become as unstable as the deep cavity flow
shallow cavity at the<=0.7 plang may indicate a further differ- field.

ence between the deep cavity flow and shallow cavity flow. The 42 2 Effect of Reynolds NumbersThis section studies the
TGL vortices would appear in a location closer to the rear wall fqpfiuence of the Reynolds number on the open shallow cavity flow
the shallow cavity. TGL vortices are visible on the floor due to thge|gs, for the cavity withD/L =0.25 andW/L = 3. In particular, a
The flow exhibits 3D nature. Blasius boundary layer inflow.

Case 2: DL=0.25 Figure 1Ga) shows flow fields on the-z Figures 11a) and 11b) present the instantaneous flow fields on

planes ata) y=0 and(b) y= 1.0, respectively. As can be seen, thdV© X-Z planes aty=0.2 andy=1, respectively. Both figures
show the primary vortex and a secondary vortex upstream. In

addition, a tertiary vortex can be found in the middle of the cavity

below the free shear layer. Differences in the flow structure be-
o e ilin e S S : . h s : tween these two planes could be easily found. The stronger oscil-
lation is seen ay=1 plane. It is quit different from 2D cavity
flows.

Compared to Fig. 10 witlR,= 3000, the K-H instability which
was not observed there reappeared in the shear layer iRthe
=10,000 case, with the latter particularly showing a stronger K-H
instability due to the higher Reynolds number.

Figure 12 shows the instantaneous cross flow velocity vectors
for R,=10,000. Twoy-z planes, ax=0.8 andx=1.7, are indi-
cated. Figure 1@&) shows a complex flow structure, and the lon-
gitudinal vortices were found at the floor and the top of the cavity.
These vortices, interacting with the changing primary vortex
along the lateral direction, caused the oscillation in the shear layer
at the lateral direction. These oscillations were propagated down-
stream. This is evident in Fig. 19, corresponding to the cross
flow on thex=1.7 plane, which is aft of the cavity. It shows the
boundary layer downstream of the cavity contains the longitudinal
| | vortices, as well as components of the K-H vortices. This indi-
§ § cates that, at the higher Reynolds number, the shallow cavity flow
1 fields become highly unsteady and complex, and exhibit a strong
3D nature. Like the deep cavity flow, the shallow cavity flow

(b) z =17 would become turbulent at some higher Reynolds number and
thus strongly affect the boundary layer downstream of the cavity.
Fig. 12 Instantaneous cross flow velocity vectors on y-z As a summary, Table 1 presents all of the computations con-
planes, for laminar flow past a 3D open shallow rectangular ducted, showing the computation conditions and a brief descrip-
cavity with D/L=0.25 and R,=10,000, at t=204 tion of the flow characteristics associated with each condition.
Journal of Fluids Engineering NOVEMBER 2004, Vol. 126 / 925
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Table 1 Summary of computations for laminar flow past a 3D open rectangular cavity.

Cavity class D/L Re Inflow S Flow characteristics

Deep 1 3000 Thin boundary layer 0.10 Unstable, 3D

Deep 1 10,000 Thin boundary layer 0.06 Unstable, 3D

Deep 1 10,000 Boundary layer 0.11 Unstable, 3D
Deep 1 10,000 Boundary layer 0.21 Stable, 2D

Shallow 0.5 3000 Boundary layer 0.10 Unstable, 3D
Shallow 0.25 3000 Boundary layer 0.10 Stable, 2D

Shallow 0.25 10,000 Boundary layer 0.10 Unstable, 3D

5 Conclusions Calculations of Supersonic Flows Past Deep and Shallow Three-Dimensional
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the cavity. At low/moderat&, (e.g.,R.=3000), the shallow cav- Vortices in a Lid-Driven Cavity,” ASME J. Fluids Eng119, pp. 201-204.

e e

ity flow appears to be more stable than the deep cavity flow. |fL7] Cortes, A. B., and Miller, J. D., 1994, “Numerical Experiments with the Lid-

i ; ; - Driven Cavity Flow Problem,” Comput. Fluid23(8), pp. 1005-1027.
other words, a hlghdRe 1S requwed for the shallow cavity flow to [18] Iwatsu, R., Hyun, J. M., and Kuwahara, K., 1993, “Numerical Simulations of

become unSteady than for the deep _Ca\”ty flow. . Three-Dimensional Flows in a Cubic Cavity with an Oscillating Lid,” ASME
3. Given anRg, the flow structure is affected by the thickness  j. Fiuids Eng.115 pp. 680-686.

of the inflow boundary layer. The flow becomes increasingly unf19] Koseff, J. R., and Street, R. L., 1984, “On End Wall Effects in a Lid-Driven

stable as the thicknegadecreases. At a higR, , for a smalls, the Cavity Flow,” ASME J. Fluids Eng.106 pp. 385-389.

M o ; 20] Burggraf, O. R., 1966, “Numerical Prediction of Unsteady Flowfield in an
strong K-H instability and vortex stretching cause a complex 30 Open Cavity," J. Fluid Mech.24, pp. 113-151.

flow, implying a high potential of turbulence developing down-[21] weiss, R. F., and Florsheim, B. H., 1965, “Flow in a Cavity at Low Reynolds
stream. Number,” Phys. Fluids8(9), 1631-1635.

4. In comparison to the flow in the lid-driven cavity, the flow [22] Pan, F., and Acrivos, A., 1967, “Steady Flows in Rectangular Cavities,” J.
past the cavity involves several important flow phenomena, in-,., -uid Mech.,284), pp. 643-655.

X . . . ! 23] Nallasamy, M., and Prasad, K. K., 1977, “On Cavity Flow at High Reynolds

cluding the shear layer oscillations due to the interaction betwe€n™ Numbers,” 3. Fiuid Mech.79(2), pp. 391-414..
the external flow and the recirculating flow inside the cavity, and24] Gustafson, K., and Halasi, K., 1986, “Vortex Dynamics of Cavity Flows,” J.
the influence of the free shear layer on the boundary layer down- Comput. Phys.64, pp 279-319.

: ; P ; [25] Aidun, C. K., Triantafillopoulos, N. G., and Benson, J. D., 1991, “Global
stream of the cavity. Bedsides, it is found that a higRgmay be Stability of a Lid-Driven Cavity with Throughflow: Flow Visualization

required for the occurrence of the K-H and longitudinal vortices in gy ie > phys. Fluids A3(HY10), pp. 2081—2091.
the flow past the cavity, due to the lower velocities inside thg2s] Maull, D. J., and East, L. F., 1963, “Three-Dimensional Flow in Cavities,” J.
cavity and more effective dissipation. Fluid Mech.,16(4), pp. 620—632.

[27] East, L. F., 1966, “Aerodynamically Induced Resonance in Rectangular Cavi-
This research has indicated that as the Reynolds number increases, ties,” J. Sound Vib. 3(3), pp. 277-287.

the open cavity flow would become highly unsteady and complex28] Koseff, . R, and Street, R. L., 1984, "The Lid Driven Cavity Flow: A Syn-
which would strongly affect the boundary layer downstream of the 10e§|;po3§)11_a3|9% ve and Quantitative Observations, - Fiuids Eng.,
cavity. At_s_ome higher Reynolds r_lumber: the flow W_OUld go Int_O[29] Koseff, J. R., and Street, R. L., 1984, “Visualization Studies of a Shear Driven
the transitional and turbulent regions. Further studies are being Three-Dimensional Recirculating Flow,” ASME J. Fluids EngQ6, pp. 21—

undertaken towards higher Reynolds numbers beyond turbulent/ 29 o
transition region [30] Frelltas, C J., S_treet, R. L., Flndlkak!s, A. N., an_d Kosseff, J. R., 1985, “Nu-
: merical simulation of Three-Dimensional Flow in a Cavity,” Int. J. Numer.
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In the present paper, some peculiar characteristics of transient laminar flow are dis-
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University of Perugia, two-dimensional (2D) models. The need of modifying a criterion for simulating unsteady
Dipartimento di Ingegneria Givile friction proposed some years ago by one of the writers, and extensively used for water-
ed Ambientale, Via G. Duranti, 93, hammer calculations, is pointed out. Differences between accelerating and decelerating
06125, Perugia, ltaly flows as well as between transients in metallic and plastic pipes are also highlighted.
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1 Introduction where pressure head is assumed as constant over the cross-section.
Jguany case, all 2D models lack the inherent conciseness that

The main motivation for the attempts of Improving models o akes 1D models more successful both in research activity and
unsteady-state friction in pressurized pipe systems is the need

simulating properly the very large decay and rounding of pressureg, though in engineering applications laminar pipe flow oc-
peaks after the end of a complete closure manoeuvre. For trafiis |ess frequently than the turbulent one, in the present work,
sients in single pipe systems—i.e., a constant diameter pipe SUanion is focused on nonperiodiwater-hammerlaminar tran-
plied by a constant level reservoir upstream and with a manoeuMlignts for the following main reasong) Unsteady laminar pipe
valve placed at the downstream end section—such an interesfidgy is mathematically tractable: ani) as mentioned earlier,
mainly academic. As a matter of fact, in such a system, there isgsuits do not depend on the chosen unsteady-state turbulence
strong link between the time when the extreme values of the trgppdel.
sient pressure occur and the duration of the maneuvre. On therhe aims of the present paper are as follogisto point out
contrary, in more complex systems, involving many branchgseculiarities of laminar transients with respect to those with
and/or loops such as may be found in many industrial procesigher initial Reynolds numbersji) to discuss effects of flow
systems, cooling water systems for power plants and combingeceleration—deceleration on energy dissipation for a given base
potable and firewater systems, a proper evaluation of prességv; and (i) to highlight some aspects of transients in plastic
peak decay is of technical interest. In fact, in such systems thipes versus those in metallic ones. As a matter of fact, somehow
extreme values of transient pressures take place after the endedéited to research efforts in the field of unsteady friction model-
the maneuvre and are due to the overlapping of pressure wairgsis the large debate concerning differences between accelerat-
coming from different parts of the systerfis|. Consequently, to ing and decelerating flows with respect to a steady-state one with
neglect decay of pressure peak during transients is not safe, sitit same value of the instantaneous discharge.
extreme values of pressure strongly depend on the chosen criteThe paper is organized as follows. In Sec. 2, an overview of the
rion for computing unsteady-state friction. Since one-dimensionexisting literature—mainly focused on laminar flow—is reported
(1D) models based on the quasi steady-state approximation farreview up to early 1980s may be found in Shuy and Ajsit
evaluating friction term, do not capture the mentioned strong athe proposed methodology for evaluating unsteady laminar fric-
tenuation phenomena at all, they do not allow a proper evaluatii@n is illustrated in Sec. 3. The results of laboratory tests and
of such extreme pressures. Moreover, such models may give rfstnerical simulations—by means of both 1D and 2D models—
to a valuable time shift between numerical and experimental preéd€ discussed in Sec. 4, for both metallic and plastic pipes. In the
sure time-histories. concluding section, some remarks are outlined.

Due to powerful computational tools available nowadays, two- ) o ) )
dimensional2D) models are an actual choice with respect to 1@ Modeling of the Friction Term in Laminar Tran-
unsteady-state models and related unsteady friction formulas. Asients

matter of fact, they give much better results since they do nOtA#:]y aspect of fluids behavior is strongly related to the flow

postulate simple energy dissipation mechanisms as those assupé§ e. Modeling of transients in closed conduits is not an excep-

when the quasi steady-state approach is followed. On the othghy 414 then research efforts have been addressed towards the

hand, within a 2D frame, it is hard to treat properly compley, egtigation of the unsteady-state flow regimes. Main point in the
boundary conditions, as well as it is quite arbitrary to extengiesent context is whether stability of transient laminar flow can
uniform turbulence models to transient flows. In practice, mainkyg simply assessed by means of the criterion valid for uniform
to save computer memory capacity, quasi 2D models are usggy (i.e., as long as the instantaneous Reynolds number is smaller
than 2000—2500 the flow is laminasr not. The position of such
*Corresponding author. Telephone39 075 5853617; Fax-39 075 5853892. a prob|em is very arduous: “The terms “stable flow” and “un-

Contributed by the Fluids Engineering Division for publication in ticeJBNAL " ; _
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering DivisionStable flow may become unclear for the case of time dependent

November 10, 2003; revised manuscript received July 31, 2004. Associate EdigAse ﬂOWS which _Change substantially with time,’i as pointed out
Hamid Johari. by Drazin and Reid3]. Moreover, as some experimental results

en solving technical problems.
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show[4], acceleration may delay transition to turbulence givingne proposed by one of the writers and Greco and Golia since it
rise to the so-calledelaminarization At present, no conclusive allows to produce reasonable agreement with experimental pres-
result has been achieved, particularly when nonlinear transientsure traces and it can be easily included in any numerical proce-
i.e., transients with a nonconstant acceleration as water hamrdare based on the Method of CharacteristiDC) without in-
flow is—are considered. As a matter of fact, most of the availabteeasing the computational burdg20]. In such a model, herein
results concern periodi¢e.g., Ref.[5]) or constant-acceleration referred to as thé& mode] the unsteady-state component of fric-
(e.g., Ref[6]) flows. Consequently, in the present paper, as weibn term,J ,,, is given by the following relationshif21,22:
as in all contributions cited below, the assumption of a stable
laminar transient flow is made, implicitly assuming the validity of
the mentioned criterion for uniform flow. Jeu(Xt)= K[ ovixy aﬁV(x,t)

The quasi-analytical solution proposed by Zie[ke8] is a mil- ’ g\ ot X
iary stone in simulating transient laminar flow by means of 1D
models. In Zielke's solution, the instantaneous value of the fric- Equation(2) was obtained on the basis of both theoretical and
tion term at a computational sectiody, is the sum of a quasi- experimental findings. Specifically, in the momentum equation
steady componends—given by the Poiseuille equation—and anyg additional terms were introduced, both function of local ac-
unsteady-state componedy,,, depending on weighted past ve-celeration,dV/t, to take into account the difference with respect
locity changes: to uniform flow conditions of the shape of velocity profiles and

the friction term, respectively:

@

J,(x, 1) =Js(x, 1) + I (X, 1)
dh VoV 1oV 5oV ¢ oV

32 16 tov —_—t -t —-— 4 ——+ ——+J.=0 (3)
=—VV(x,t)+—Vf—(x,t)W(x,t—y)dy. ) X gox gt gat gat °
gD? gD2? Jo dt

In Eq. (3), 7= (JaU?dA/V?A)—1 is the excess over unity of

Zielke’s solution was successfully checked by considering lab€ Coriolis momentum flux correction coefficient, whereas
ratory test carried out by Holmboe and Roulé8ji Even though #/99V/dt=J—Js is the difference between the actual friction
such a test provides the standard example used for comparfggh and the one obtained within the quasi steady-state approach.
unsteady friction calculations for many years, it must be pointddy analyzing the experimental velocity profiles given by Hino
out that its duration is quite short since only four periods of th@t al-[5,23], with regard to the lumped termy(t ¢)/gaVi/at, it
transient were reported in the paper. was pointed out t_h_at(|) A significant correction with respect to

Fundamental results due to Zielke were recalled by Achard aHgiform flow conditions holds wheW(dV/4t)>0; and(ii) a con-
Lespinard[10] who presented two approximation procedures tfitutive equation can be put in the formy+ ¢=k(1
handle practical problems. Shyg1] and Ghilardi and Barbero —a(dV/dx)/dVidt) wheredV/ot/oViox is the propagation speed
[12] derived different approximate equations for wall shear stre<¥ @ given value ol. Thek model has been extensively checked
7., In terms of the instantaneous mean velocity and acceleratid)y, Other researches with good resulsg., Bergant and Simpson
In Prado and Larreteguy’s modgl3]—obtained for the particular [24], Wylie [25], Bughazem and Anders$@6,27), Vitkosky et al.
case of an infinite pipe with an imposed time-dependent pressig8l: Louriero and Ramo$29]). Moreover it was extended by
gradient along the pipe axis=y is a function of bottv and some Pe€zzinga[30] and Bergant et al[31] also to “upstream tran-
weighted mean velocities. sients” (i.e., caused by th(_a operatlon_of a valve or a pump p_Iaced

Numerical solution of Eq(1) requires the storage of all com- at the upstream end sectlon.of the plpgls also consistent with .
puted past velocities but in practice, since weighting function {§€ extended thermodynamics derivation of unsteady-state pipe
small when time is large, numerical integrationfcan be trun- floW equation proposed by Axworthy et §B2]. .
cated. Consequently, several approximate expressions of thd? the original formulatior{21,22, the decay coefficierk was
weighting functionW have been proposed. The first of them is duassumed as a consta_nt_for onv initial Reynolds number transients
to Trikha [14] who approximated the functiow by the sum of :and was gstlmated W|th|.n a trial and error procedure by consider-
three exponential terms whose coefficients were obtained by g humerical and experimental pressure traces. With regard to the
ting the exact values in the original formulation 0f by Zielke. special case of uniform acceleration, for transient laminar flows,
Such terms are introduced at each computational time, but oryfgrdy and Brown(VB) [33] obtained the theoretically based value
the change in velocity since the previous time step is neededKpe=0.0345, irrespective of the value of the initial Reynolds
larger computer storage is required by the approximate relatidfmber.No=VoD/v. By comparing quasi 2D and 1D numerical
ships obtained by Suzuki et 4l5] and Schoh[16], where func- Model results, Pezzingg80,34 developed Moody diagramlike
tion Wis a sum of five exponential terms. In the present paper, tfBarts fork. With regard to laminar transients, Pezzingh]
original formulation by Zielke will be considered. An approximatd®0inted out that, with respect to turbulent flows, coefficiens
solution for an oscillatory laminar flow in a pipe was proposed bgonstant withN, ande/D and is dependent only on the charac-
Stavitsky and Maccagnfi7] who pointed out significant differ- eristic parameter of the pipgo=gJoL/aV,. As a matter of fact,
ences between the actual friction coefficient and the one evaluaf@g@ giveny,, the value ofkp can be obtained from plots due to
within the quasi steady-state approach. Pezzingd 34]. o ,

With regard to turbulent flows, since no analytical solution is ANy 1D unsteady-state friction model can be tested by consid-
available, the unsteady-state component of the friction tégm, ©fing the results of quasi 2D numerical mod®$,36. In the
has been expressed in terms of the instantaneous acceleratiofggle! by Vardy and Hwan{B6}—specifically considered in the
means of laboratory data based relationships. Starting from t€sent paper—the following expression of the friction te¥op,,
classical papers by Daily et 4l.8] and Carstens and Rollgt9], IS used:
different expressions af, have been proposed relatively easy to
include in 1D numerical models. On the other hand, most of such A U, (X1
unsteady friction models lack generality, such that they do not JvXt) = —=———5
provide reliable results—in terms of both pressure peak decay and PgD Arn /2
phase shift—for transient conditions different from those consid-
ered when building up the model. Within 1D unsteady frictiomccording to the proposed discretization of the flow into a finite
models, the most widely used in water hammer applications is thember,nr, of cylinders.

4
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Fig. 3 Numerical experiment. Pressure time-history at mid-
length section given by quasi 2D Vardy and Hwang's model and
1D one with: k=kyy and k=kp (copper pipe; T=0.14s and N,
=1134)

Fig. 1 Numerical experiment. Friction term at mid-length sec-
tion given by the Zielke's model and quasi 2D Vardy and
Hwang'’s one (copper pipe; T=0.14s and Ny=1134)

3 A New Procedure for Unsteady Laminar Friction

In this part, the results of some preliminary numerical experl0t capture the pressure peak decay at all even though a specific
ments are shown referring to the single copper pipe. unsteady-state friction formula has been used as well as two dif-
=141.07 m; D,=20 mm; a.=1120m/s) at WEL(Water Engi- ferent values ofk are considered. Moreover, further numerical
neering Laboratory of the Department of Civil and Environmen- tests (not showr).carrled out assuming othgr different constant
tal Engineering of the University of Perugi8), that will be de- values ofk confirm the behavior of transient pressure traces
scribed in the next section. ' shown in Fig. 3. Such a result differs from what was obtained by

As an example, in Figs. 1 and 2, results from the Zielke’s mod8rgant et al.[31] who simulated well laminar transients by
and the quasi 2D Vardy and Hwang’s one are compared for tAans of Eq(2), but with regard to flow conditions—i.e., the
transient withN,=1134 caused by the complete closure of th¥a/ué of No—very close to the limit of existence of the viscous
end valve with a duratiom=0.14s. In the plots) andh are the '€gime in steady-state flow. _
friction term and the piezometric head at mid-length section (t As a consequence, since the hypothesis of a constant value of
—42m), respectively, whereass time from the beginning of the he decay coefficienit for laminar transients has to be neglected,
transient. Graphs of Figs. 1 and 2 confirm the very good agré@€ following functional relationship has been assumed:
ment between the two considered models in terms of both energy —

s . . k=Kk(x,t) ©)
dissipation(Fig. 1) and decay and rounding of pressure peaks ) )
(Fig. 2). Moreover there is a very good temporal match betwedfa be determined by means of both numerical and laboratory ex-
the two pressure time-histories since no phase shift takes pla@gfiments. ) o
Due to the very good agreement between these two models, onlyAs it has been shown in Ref21], when the continuity
the Vardy and Hwang’s model has been considered for all subgguation:
quent numerical tests, since it allows for a simpler evaluation of
the friction term by means of E¢4). —+Jp| +—=0 (6)

In Fig. 3 results from the quasi 2D Vardy and Hwang’s model (28 ot

of Figs. 1 and 2 are compared with those given by the 1D modgl coupled with the momentum equatiéd), i.e., when the addi-
based on Eq(2) with a constant value of coeﬁ|C|ehispeC|f|ca_IIy tional term (p+ ¢)/gdV/at is introduced, some changes occur in
with k=kyg=0.0345 andk=kp=0.042 (personal communica- the characteristics equations. Specifically, following the well-
tion). As it can be seen from the plots in Fig. 3, the 1D model dogg,qwn procedure[37], by assumingV<a, within MOC, the

equation of the positive characteristic line becomes:

a? oV dh dh

20 dx a @
18 dt 1+k

216 and the compatibility equations become:

= a

B dh+ —dV+J,dx=0 (8)

2 g

'o 12 .. . . .

‘é along the positive characteristic line, and

§ 10

[=%

o]

a
dh— 5 (1+K)dV-+3dx=0 (8)

along the negative characteristic lingx(dt=—a).

As a consequence, at any computational point and time, one can
considerk as the only unknown in E¢8’) if values ofh andV are
known since they are given by another model. Specifically, in the
present paper the quasi 2D Vardy and Hwang's model is used for
evaluatingV andh, at any computational point and time for the
considered transient and pipe system.

time, t (s)

Fig. 2 Numerical experiment. Pressure time-history given by
the Zielke's model and quasi 2D Vardy and Hwang's one (cop-
per pipe; T=0.14s and Ny=1134)
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—31000 500 0 500 1000 nar decelerating flows
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Fig. 4 Numerical experiment. Decay coefficient, k, vs instan-

: . (9|V|
taneous Reynolds number, N, at mid-length section (copper ; . _ .
pipe; T=0.14s and No=1134) o =0 with 7y<7y,={[]<[Jdl;s0rtJ) = sgnJs);k<0}
9

decelerating flowfcase 2c—Fig. &)

For example, in Fig. 4, the values of the decay coefficient at the?| V//9t<0 but sgnf)#sgn@)= no general rule can be stated
mid-length section, obtained by means of the described proceddRs, k- @s defined by Eq2). - .
are depicted versus the local instantaneous Reynolds nuhdper, SUch @ behavior of the unsteady-state friction term agrees with
for transient of Figs. 1—3. It must be stressed that the aim of sufgsults of experimental tests in a smooth circular pipe by
a numerical experiment is to point out peculiarities of lamindiUrokava and Morikawg38]. Main findings of their study—
transients with respect to turbulent ones. Specifically, for lamingAS€d on local velocity measurements carried out by means of a
transients, as in Eql) flow time-history has to be taken into NOt film anemometer—may be summarized as follofsin lami-
account to properly model energy dissipation, when @y.is nar regime, the transient friction factax,,, is larger than the‘ .
considered, coefficiertcannot be assumed as a constant. In ord@/@si-steady one when the flow accelerates; such a result is in
to check the numerical procedure giving rise to the curves in Figdreement with those by Cocck89] who proposed the expres-

4, it has been verified that the two pressure traces—i.e., the onen: Au=980N instead of the Poiseuille one,=64N; (i) due
given by the 1D model with(x,t) and the one obtained by meando the presence of random quctuatlon§_, no precise ev_aluatmn of
of the 2D model—are almost indistinguishalfteot shown. was possible for decglerated flows; &) S|gn'|f|cant dlﬁerence§

Plots in Fig. 4 merit some comments. Firstly, the curves poiﬁglsted betwet_an laminar and turbule_nt transient flows, for a given
out a significant variation o with N, and then in time. This may V&!ue of velocity change. The latter finding discourages to extend
justify bad results achieved by assuming a constant valuk ofi© laminar regime results—somewhat very conflicting—obtained
(Fig. 3. Secondly, in the first phases of the transiéray reach O turbulent flows(e.g., Daily et al[18] and Shuy{40). As a
values much higher than the ones obtained for transients Wﬁﬂnsequen_ce of the present state-of-the-art, in the writers’ opinion,
higher initial Reynolds number; moreovek, decreases signifi- ocal velocity field in transient conditions merits further analysis
cantly with time. Thirdly, negative values &ftake place in some from both numerlca}I and experimental points of view due to lack
phases of the transient. Finally, for a given valudNok is differ- of not very conclusive results. In such a context, a secondary role
ent depending on the change \6f can be played by some available analytic solutions. As a matter of

With regard to the last comments, a deeper analysis of the {@gt, the ones proposed by Szymangkl] and Das and Arakeri
sults points out that the following different cases may happen: [42): for example, may be used only if the time-history of the

accelerating flow(case 1 _aX|aI pressure gradient and flow rqte—thls being very unfrequent

N in any practical case—are respectively, known.

J

—>0 with 7,>m7, ={]3|>|34;s9nJI) =sgnJs);k>0}

at 4 Laboratory Experiments

9) In spite of the large body of literature about laminar transients,

In this case, unsteady-state friction is larger than the one dhe scarcity of experimental data is quite evident. As a conse-
tained within the staedy-state approach, i.e., by considering tdence, in the present section, some tests were carried out at WEL
Poiseuille’s formula with the same instantaneous valug.of ~ for both metallic and plastic pipes. At WEL, two different pipe

Condition(9) is necessary but not sufficient. As a matter of facgystems are available. The first one, the already mentioned copper
when flow decelerates, different cases may occur as shown in F¥#P€. is mainly used for laminar flow. The second one comprises a
5. In such a figure, velocity profiles in the upper plots, given bigh-density polyethylene pipel{,=352.00 m; D, =93.8 mm;
the quasi 2D model are reported along with ones obtained for tAg =335.9 m/s) which is more devoted to turbulent flows. At
same value oV, by means of the Poiseuille’s formula. In theWEL an air vessel is used as a constant head supply reservoir; the
lower plots, the zone close to the wall—bounded by a circle in tHgescribed pressure is maintained by varying the speed of the
upper plots—is magnified to show the local behavior of the véubmerged pumps placed in the recycling reservoir. For both pipe
locity gradient, and then of. Three different cases in Fig. 5 maySYyStems, transients are caus_ed by the_ closurg of a ball valve placed
be described as follows: at the downstream end section and discharging into a free surface
tank. Pressure measurements were made at the supply reservoir, at
the end section of the pipe as well as at a mid-length section.
V| Pressure transducers were of the strain-gauge type, with an accu-
—<0 with 7,>7,={|3]>]34;591(I) =sgnJs);k>0} racy of 0.15% of the full-scale and a time response of about 1 ms.

decelerating flowcase 2a—Fig. ®)]

at g Recording ranger(r.) of transducers is chosen according to the
©) maximum overpressure. Specifically, for transients in the copper
decelerating flowcase 2b—Fig. &)] pipe (Figs. 6 and Yr.r. is of 20 m of water, with a measurement
Journal of Fluids Engineering NOVEMBER 2004, Vol. 126 / 931
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Fig. 6 Numerical and experimental pressure time-histories at
mid-length section  (copper pipe; T=0.11s and Ny=815) Fig. 8 Numerical and experimental pressure time-histories at
mid-length section  (polyethylene pipe; T=0.12s and N,

=2020)

uncertainty of 0.03 m, whereas for transients in the polyethylene
pipe (Fig. 8), r.r. is of 10 m of water, with a measurement uncer- . . C
tainty of 0.015 m. Calibration of pressure transducers has b numerical pressure time-histories in terms of both shape and
checked by means of a pressure calibrator according to the E(f#§S@Y Of pressure peaks can be noticed. Such a finding disagrees
pean Guidelines on the “Calibration of Electromechanical Me&PParently with what was shown in R¢#3] where, with regard
nometers” by EA(European co-operation for Accreditatipaon- to h!gherNO transients, quite r_ellable nu_merlcal simulations were
firming data in the manufacturer certificate. Steady-staf@/Tied out for transients taking place in the same polyethylene
discharges were measured by means of discharge magnetic méié§ by means of the 1D model witk as a constantK
calibrated by means of the volumetric method. During tests in thed-11—0-25). More precisely, in Re#3] the pressure peak de-
copper pipe, water temperature was equal to 17°C, whereas it Wwa¥ Was well simulated whereas the shape of the pressure trace
equal to 18.3°C during those in the polyethylene pipe. was not. Even _though an in-depth analy5|s of transients in vis-
Pressure time-histories in Figs. 6 and 7 refer to transients in tR@€astic pipes is beyond the scope of this paper, two preliminary
copper pipe; with the floor of WEL chosen as the reference datJigmarks can be made. Firstly, for the considered tests, the failure
for piezometric head. In Fig. 6 transient, the duration of the cl@f the 1D model withk as a constant and larger than the men-
sure,T, is equal to 0.11 s and the initial Reynolds numidéy, is tl_oned v_alues[38], could be due to peculiarities of Iamln_ar tran--
equal to 815, whereas for the Fig. 7 transient, Tis0.14 s and sients with respect to turbulent ones. In other words, as in metallic
No=1339. In Figs. 6 and 7, experimental data are compared nghoes for turbulent transients, theonstant model allqws to simu-
the numerical simulations obtained by means(bfThe quasi 2D &€ properly pressure peak decay whereas the variabilkyoth
model by Vardy and Hwangji) the 1D model wittk=kyg ; and space and time must be taken into account for laminar transients,
(iii) the 1D model withk=Kk(x,t). The curves in Figs. 6 and 7 I viscoelastic pipes pressure peak det_:ay can be modeled \kn_th a
confirm the reliability of the proposed procedure and the possibﬁQnStant model only in turbu'lent transients. Secondly, the failure
ity of capturing all characteristics of laminar transients by usingy the 2D model, that for laminar transients can be assumed as an
more sophisticated unsteady-state 1D friction model. exact model, could be ascribed to the fact that energy dissipation
Further tests were carried out on the polyethylene pipe. Figuf® 0 viscoelasticity effects are much larger than those due to
8 refers to a transient with=0.12's andNy=2020, with the unsteady friction.
measurement section placedxat 127 m. The experimental pres- .
sure trace along with numerical results are reported in the graph, Conclusions
obtained by:(i) 2D Vardy and Hwang’s modeliii) k constant ~ Numerical and experimental results for laminar transient flows
model [k=kyg, k=0.25, andk=0.50]; and (iii) the k(x,t) are discussed with particular attention to energy dissipation phe-
model. In Fig. 8 significant discrepancies between experiment@mena. In the first part of the paper, performance of existing 1D
and quasi 2D models for laminar transients has been checked by
means of numerical experiments. In such a context, a 1D model
previously proposed by one of the writers—herein referred to as

I — B k’i’{‘\f"‘a' I the k model—has been modified. Specifically, unlike turbulent
187, by e 2.D B flows, the variability of the decay coefficient with space and time
% { i, —— 1-Dk=k(x,) | must be taken into account in order to simulate effectively laminar
14l g f transients. As a consequence—provided that boundary conditions
B3 are properly stated—2D MOC models are more appropriate for
212 highly transient laminar flows. In the second part, new laboratory
'% tests have been presented for both metallic and plastic pipes, the
g former confirming reliability of the proposed model, the latter the
810 peculiarity of laminar transients in plastic pipes with respect
ol ERR to those both in metallic pipes and with higher initial Reynolds
8k § _ number.
74! . . . ‘ ‘ .
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Nomenclature

pipe cross-section

pipe internal diameter

friction term

pipe length

Reynolds numbetrVD/v

pipe radius

duration of the closure

mean flow velocity

weighting function in Zielke’s solution

pressure wave speed

gravitational acceleration

piezometric head

decay coefficient in Eq(2)

recording range

time

axial velocity component

spatial co-ordinate

characteristic parameter of the pipgJoL/aV,
radial thickness of the cylinder in the Vardy and
Hwang’s model

equivalent sand roughness

excess over unity of the Coriolis momentum flux cor-
rection coefficient

coefficient of the term difference betwedrand Jg
friction factor

absolute viscosity

kinematic viscosity

density

shear stress
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Subscripts

copper pipe

Pezzinga’'s calculations
polyethylene pipe

Vardy and Brown'’s solution
Vardy and Hwang's model
Zielke’s solution
steady-state
unsteady-state

pipe wall

initial condition
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Swirling Gas—Liquid Two-Phase
Flow—Experiment and Modeling
_come, | PAL 12 Swirling Flow Field

R. Mohan Compact cyclonic separators are based on swirling flow, whereby the phases are sepa-
rated due to the centrifugal forces generated by the flow. This phenomenon is common in
0. Shoham several compact separators used by the oil, process, and aerospace industries. The ob-
jective of this paper is to study experimentally the hydrodynamics of the continuous liquid
The University of Tulsa, phase under swirling two-phase flow, such as that occurring in the lower part of the
600'S. College Ave., Gas-Liquid Cylindrical Cyclone (GLCE') compact separator and develop a model to
Tulsa, OK 74104 characterize it. Local LDV measurements for a swirling flow field have been analyzed and
utilized to develop cyclone and pipe swirling flow field prediction correlations. The de-
veloped correlations, including the axial, tangential, and radial velocity distributions,
have been tested and validated against data from other studies, showing good agreement.
The velocity field correlations can be used to analyze swirling two-phase flow in cyclonic
separators and pipes. In part Il of this two-part paper, correlations are developed for the
turbulent quantities, and core characteristics and stability for swirling two-phase
flow. [DOI: 10.1115/1.1849253

1 Introduction the motion of the dispersed-phaghat is coupled with the con-
tinuous phasefor the determination of the dispersed-phase void

Compact multiphase cyclonic separators, such as the G 2ction

Liquid Cylindrical Cyclone(GLCC), are becoming increasingly

popular as an attractive alternative to conventional separators.

Compact cyclonic separators operate based on centrifugal forces

generated by swirling two-phase flow, as opposed to the gravity- | iterature Review

based conventional separators. Swirling flow is generated in the . ) ]
GLCC by an inclined and tangential inlet, as shown in Fig. 1. A pioneering experimental study on local measurements in
Cyclonic separators are simple, compact, possess low weighti"ing flow was carried out by Nissan and Bregah Ito et al.
low-cost, require little maintenance, have neither moving nor i 3 |nvestlgate_d SW"I deca_y na t_angentlally |njected_5W|rI|ng
ternal parts and are easy to install and operate. More than 7¢y: Velocity field in decaying swirling flow through a pipe was
GLCC units have already been installed and put to use in the fiéﬁjd'ed by Algifri et al.[4] using a hot-wire probe. Kitofi5]

for various applications in the United States and around the WO@]&?I;?&' z\cvvﬁlllﬁg:?sv:ls gggsrztzi V;'rt]zn%:];ﬁe ixiﬂzsé)l(fa\fvgﬁesg%vr‘]’n
in the past decade, as reported by Gomez €tlal. ty yS €xp y ’

Figure ZA) presents a schematic of the velocity field in thé‘haetedrg: ag?slf/\l/tiﬁmm f?c?v\\l/eilr?gegtr?aril ﬁrgaliy t(lecal method to predict
lower part of the GLCC, namely, the axial and tangential veloci- In a s%/udy by Cr?ang and Dh[r7% tt?eptljrbulent flow field

ties. The radial velocity is an order of magnitude small_e_r than tr?r‘? a tube was investigated by injecting air tangentially into the
other two components. AS can b? seen, due to the 5W|rl!ng ﬂOWtL?Oe. Profiles for mean velocities in the axial and tangential
flow reversal in the axial velocity occurs near the axis of th8irections, as well as the Reynolds stresses, were obtained.
GLCC. This phenomenon is demonstrated in Fig8-B and ., okawal8] utilized a Laser Doppler VelocimetétDV) and a
2(B-2), which present velocity field flow visualization with dyepitot-tube probe to characterize swirling flow. He confirmed
injection. In Fig. 2B-1), the blue dye is injected at the axis of theg eyistence of a complex velocity profile in swirling flow,
cyclone, whereby it diffuses upward following the flow reversal &jjstinguishing three regions for the tangential velocity component:
the axial region. On the other hand, in FigB2), the red dye is 5 forced vortex near the centerliieore regiop, a free vortex
|njected_near the wall and follows the downward velocity in thgegr the wall(wall region, and an intermediate regic@annulus
wall region. ] ) region). Erdal [9] measured tangential and axial velocity dis-
A lack of understanding of the complex multiphase hydrodyrinutions, as well as their corresponding velocity fluctuations, us-
namic flow behavior in cyclonic compact separators has inhibit a Laser Doppler VelocimeteiLDV) system. He used two
complete confidence in its design and prevented its widespraagliids of 1 and 7 cP viscosity. However, neither analysis
application. In particular, the prediction of two-phase swirlingior correlations development for the turbulent quantities were
flow characteristics, such as the continuous-phase velocity fiefghnducted.
is required for the proper analysis and design of cyclonic sep-As can be seen from the above literature review, not many
arators. This is the gap that the present study addresses. Corréfddies, either experimental analyses or theoretical development,
tions have been developed for the continuous-phase flow fielthve been published on swirling two-phase flow. This is the need
which are required for the analysis of the effect of swirling otthat the present study attempts to address. In this study, the data
acquired by the previous investigators, as mentioned above, are
'Gas-Liquid Cylindrical Cyclone(GLCC®)—Copyright The University of collected, presented, and used to develop correlations for the
Tulsa, 1994. continuous-phase velocity field, which are important in the pre-

Contributed by the Fluids Engineering Division for publication in ticeJBNAL o . _ s . . e
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering DivisiondICtlon of the dispersed-phase characteristics occurring in swirling
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Katz. LCC.
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3 Experimental Program

Data from several investigators, namely, Algifri et [dl], Kitoh
[5], Chang and Dhif7] and Erdal9] are collected and presented
here with the purpose of developing correlations or validating
existing correlations to characterize and predict swirling flow be-
havior. First, swirling flow data in cyclonic separators will be
presented. For this case the swirling flow is generated by a tan-
gential inlet. Second, data for swirling flow in a straight pipe will
be presented, where the swirl is induced by vanes installed inside
the pipe.

3.1 Flow Field in Cyclonic Separators. In this section the
Erdal[9] local measurement results of the flow field are presented,
followed by the results for turbulent quantities. The local mea-
surement results of the swirling flow field are presented in the
form of contour plots. These plots help to shed more light on the
hydrodynamic structure of the swirling flow.

3.1.1 \Velocity Contour Plots. Figures 3 and 4 show contour
plots of the axial and tangential velocity distributions measured at
24 axial locations below the cyclonic separator inlet, respectively.
The results are normalized with respectig, , whereU,, is the
average bulk velocity, namely, the volumetric flow rate per unit
area.

The axial velocity contour plots presented in Fig. 3 show
clearly an upward flow reversal region, with negative axial veloc-
ity, in the core region around the cyclone axis. The flow reversal
region is not axisymmetric and has a helical shape. The magnitude
of both the upwardreverse flow and downwardouter region
flow decrease as the flow moves downward.

The tangential velocity, shown in Fig. 4, is positive on the
left-hand side and is negative on the other itight). This is due
to the rotation of the flow. As can be seen, the tangential velocity
is high near the wall region and it decays toward the centerline.
The location of zero or low tangential velocity has also a helical
path, similar to the one observed in the axial velocity contours.

™ Tangential
Velocity

Axial |~ g
Velocity

3.1.2 \Velocity Profiles. The variation of the axial and tan-
gential velocity profiles with axial position is presented in Figs. 5
and 6, respectively. As can be seen, both the axial and tangential
profiles vary along the cyclone axis, mainly due to the decay of
the swirl. In general, the data show that the flow is not symmetric
with respect to the pipe axis, whereby the reverse flow region
whips around with a helical shape. This is due to the nonsymmet-

(B-2)

Fig. 2 Schematic of swirling flow field and cyclone coordinate
system

Re = 55000

ez/ld=36
ezid=54
31 u Wz/d=6.7
U Az/d=85

Xz/d = 10.1 xxxﬂ:

Fig. 5 Variation of axial velocity profile with axial position after Erdal [9]
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Fig. 4 Tangential velocity for single inclined gradually reducing nozzle area inlet configuration after Erdal [9]
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Fig. 6 Variation of tangential velocity profile with axial position after Erdal [9]

ric inlet of the GLCC. When the flow is injected through symrespect toJ,,, is given at various locations along the pipe axis.
metrical inlet arrangemerge.g., two or fouy, this helical shape is The data show a low or negative upward velocity in the core
eliminated and the flow becomes more symmetrical around thegion surrounded by relatively high downward velocity in the
cyclone centerline ErddB]. annular region. The presented data show that the flow is approxi-
I, . . . . mately axisymmetric and that the reverse flow occurs at the cen-
3.2 Velocity Field in Straight Pipe. In this section the data tral region for all cases.

collected from the literature as reported by Algifri et [d], Kitoh

[5], and Chang and Dhi7] are presented in terms of the flow 355 Radial Velocity Distribution. The radial mean velocity

field and turbulent quantities, similar to the way the Ef@dldata  gigriytions, », estimated from the continuity equation and nor-

were presented for the cyclones. malized with respect tdJ,,, are given in Figs. 9 and 10. The
3.2.1 Axial Velocity Distribution. Figures 7 and 8 show the experimental results indicate that the radial velocity component is

profiles of axial mean velocityy, after Kitoh[5] and Chang and three order of magnitude9(100—1000) smaller, as compared to

Dhir [7], respectively. The axial mean velocity,normalized with the average axial or tangential velocities.

Axial Velocity Distribution
Re= 5x10*
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Fig. 7 Axial velocity distribution after Kitoh [5]
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Axial Velocity Distribution
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Fig. 8 Axial velocity distribution after Chang and Dhir [7]

It can also be seen that the magnitude of the radial velocitycreases with radial position in the core region, and reaches a
increases with increasing swirl intensity and that the locatiamaximum value; thereafter it decreases with radial position in the
where the radial velocity is maximum shifts toward the pipe cemnular region and near the wall. The velocity gradient near the
terline, where the swirl intensity is maximum. The radial velocityya|| is steep, thus, the tangential velocity rapidly decreases to zero
occurs due to the variations of the axial velocity in the direction ¢f; the wall. From these figures it can also be seen that the tangen-
the flow. tial velocity indeed has a shape of a Rankine vortex, which has a

3.2.3 Tangential Velocity Distribution. The tangential mean three-region structure consisting of the céferced vortey, an-
velocity, w, normalized with respect td,, , is plotted in Figs. 11, nular (transition), and wall(free vortey regions. The wall region
12, and 13. These figures show that the mean tangential velodgythin, with a very narrow boundary layer.

Radial Velocity Distribution
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Fig. 9 Radial velocity distribution after Kitoh [5]
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Radial Velocity Distribution
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Fig. 10 Radial velocity distribution after Chang and Dhir [7]

4 Swirling Flow Mechanistic Model

Typical axial and tangential velocity profiles are shown sch
matically in Fig. 2. Indeed, the data that were presented in
experimental program section confirm these hydrodynamic flo?\g

Tangential Velocity Distribution

Z/d =0 (Inlet)
1.20
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Fig. 11 Tangential velocity distribution after Algifri [4]

Tangential Velocity Distribution
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Fig. 12 Tangential velocity distribution after Chang and Dhir
[7]
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Tangential Velocity Distribution
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Fig. 13 Tangential velocity distribution after Chang and Dhir
[7]

%@havior. Based on several sets of swirling flow experimental data

ailable in the literature, Mantillgl0] and later Erdal9] modi-
led an existing swirl intensity correlation, proposed originally by
Chang and Dhit7], to predict the flow field, as given in the next
section.

4.1 Swirl Intensity Decay Number. The swirling motion
decays as a result of wall friction. The swirl intensity concept is
used to characterize this decay. For axisymmetric single-phase
flow, the swirl intensity(}, is defined as the ratio of the tangential
to total momentum flux at any axial location, namely

2mpfRu,u,r dr

1
'n'pRngv @)

The numerator of Eq1) corresponds to the tangential momentum
flux integrated over the pipe cross-sectional area, while the de-
nominator is the total momentum flux based on the average bulk
velocity. The Erdal9] correlation for the swirl intensity is given

by

B . Mt n 2\ 0.93
Q-O.G?R@B(M—T(l—exp(—i)) )
1 Mt n 4\ 0.35 o z 0.
‘{E(M—(lp(z)) ) Re(d) 7}

@

wheren is the number of tangential inlets ail /M is the ratio
of the tangential momentum flux to the total momentum flux at
the inlet, as given by

M UL intet COS, Ug
M_t:( L|nIleJt B) _ Ut is (3)
T av av

whereuy iy et 1S the liquid velocity at the inlet ang@ is the inlet
inclination angle. The liquid velocity at the inlet can be calculated
from the nozzle analysis developed by Gonjé], which can
then be used to compute the tangential velocity of the liquid at the
inlet slot, u; ;s . The Reynolds number in EQ) is defined as for
pipe flow, based on the bulk velocity and the diameter of the
cyclone.
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4.2 Swirling Flow Velocity Distribution. The swirl inten-

2.0
sity is related, by definition, to the local axial and tangential ve C
locities. Therefore, it is assumed that for a specific axial locatio 15 | i
the swirl intensity prediction can be used to calculate these velc
ity profiles. 1.0 \
4.2.1 Mean Axial Velocity Profile. Mantilla [10] developed a
correlation for the axial velocity profile, as follows: n. 05
u, 2 r)3 S(r 2+ 0.74_1 ” Uay 00 —
=—|=| — —=|—= —_ ——model Z/D=32.4
U, CI\R C\R C ' “) A data 2iD=324
-0.5 ——model Z/D=12.3
where 2 ot Zm=15
r 2 r 3 -1.0 ¢ dataz/D=19
_ rev| rev|
C_3( R ) 2( R ) 07 ©) 15 : : ;
. 0.0 0.2 0.4 0.6 0.8 1.0
rev
=0.5-0. -— r/R
R 0.5 065exr€ 06 (6)

The reversal flow radiuéor the so-called capture radiys,e, , is ~ F19- 14 Mean axial velocity comparisons for Kitoh data  [5]

the radial location for which the axial velocity, is zero.

4.2.2 Mean Tangential Velocity ProfileThe tangential ve- whereC andr,, /R are the same as that used in the calculation of
locity distribution, except in the vicinity of the wall, can be ap-the mean axial velocityEgs. 5 and b

proximated by a Rankine Vortex type. Algifri et 44] proposed

the following equation for the tangential velocity profile: 5 Simulation and Results
Uy Tm r\?2 In this section, the developed swirling flow velocity distribution
U Tr\ l-exg—-B R (7)  correlations are tested against data from different published stud-
av (— ies for the continuous-phase swirling flow. The developed corre-
R lations for axial, tangential, and radial velocity profiles are evalu-

where u, is the local tangential velocityT,, is related to the ated against the data presented by Alg[#i, Kitoh [5], and
maximum moment of the tangential velocity, aBds related to Chang and Dhif7], as summarized by Gomé¢z2]. In this sec-
the radial location of this maximum velocity. Correlations pretion, only Kitoh[5] data are used in this comparison.

sented by Mantilld10], based on experimental data, are used to Méan Axial Velocity ProfileFigure 14 presents a comparison
determine the values df,, andB, as follows: between the developed correlation and experimental data for the

mean axial velocity. Good agreement is observed between the data
Tmn=0.9-0.05, (8) and the predictions.
Mean Tangential Velocity ProfileA comparison between the

9)

B=3.6+20 -
=9o. eX 0_6

4.2.3 Mean Radial Velocity Profile.As a result of the high

developed correlation and experimental data for the mean tangen-
tial velocity is shown in Fig. 15. Very good agreement is observed
between the data and the predictions.

Mean Radial Velocity ProfiteFigure 16 presents a comparison

swirl intensity, a reduction of the axial velocity near the centerlingetween the correlation for the mean radial velocity, developed in
occurs, that might reverse the axial flow near the centerline of tkifis study, against experimental data. The comparisons show fair

pipe. Due to the swirl intensity decay, variations of the axial veagreement with respect to both trend and magnitude.
locity component cause variations in the radial velocity compo-

nent to satisfy continuity conditions. Thus, with knowledge of the
axial velocity distribution, and using the continuity equation, th~

mean radial velocity distribution is obtained, as presented by G : s::jf/: :i:g‘
mez[12]: 2.0 ® dataz/d=19
model z/d = 19
1 (rd(ruy,) 1.8 1 NS o datazid=39
[ model z/d = 39
Ur=1 L r dr (10) . A
Uy RdC6r460r311r2+7r
U, 20\ c2 R R R R W
(11)
Uav
where
_ rreu r.I'el} 2
dC=|6 R -6 R driep (12)
M, n\\4,035 5 \-03
dQ=-0.35 Réo'lﬁ(— 1—6XF{ - E) ) ) (d ) Q 0.0 ; : :
MT sep/
(13) 0.0 0.2 0.4 /R 06 0.8 1.0
13 Q . ) . ) )
_-" _ 0 Fig. 15 Mean tangential velocity comparisons for Kitoh data
dre, 12dQ exp{ 0.6) (14) [5]
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0.001 _ Nomenclature

= radial location of the maximum velocity

= coefficient

= diameter(m)

momentum(Newton)

radial direction

pipe radius(m)

Reynolds number

= parameter related to maximum moment of tangential
velocity
u = continuous-phase velocityn/s)

Ua average bulk velocitym/s)

A L

_|
3 (;E;U—‘ZQ_OUJ
Il

| —model D= 12.3

0.003-| o i 2018 z = axial direction
——model Z/D=25.7 Greek Letters
data Z/D=25.7 . . . .
0004 L2 % B = inclination angle measured from horizontal

/ 6 = tangential direction of cylindrical coordinates
r'R p = density(kg/m’)

! . . i ) Q = swirl intensity
Fig. 16 Mean radial velocity comparisons for Kitoh data [5]

Subscripts
_ av = average
6 Conclusions inlet = inlet
The hydrodynamics of dispersed two-phase swirling flow in the 'E - :ir;lﬁitdSlOt

lower part of the cyclone and in a straight pipe were studied both
experimentally and theoretically. Following are the main conclu-
sions of the study:

r = radial direction of cylindrical coordinates
rev = flow reversal
sep = separator
e Published local LDV measurements for swirling flow field t = tangential
have been analyzed and utilized to develop and validate cyclone T = total
and pipe swirling flow field prediction correlations. The correla- z = axial direction of cylindrical coordinates
tions include the axial, tangential and radial velocity distributions.
* The developed correlations for the continuous-phase swirlifReferences
flow field have been tested against data from other studies, N4y gome;, 1. Mohan, R., Shoham, O., and Kouba, G., 2000, “Enhanced Mecha-
used in the development of the correlations. All the correlations,  nistic Model and Field Application Design of Gas~Liquid Cylindrical Cyclone

including the axial, tangential, and radial velocity distributions  Separator,” SPE J5, pp. 190-198.
show good agreement with the data. [2] Nissan, A. H., and Bresan, V. P., 1961, “Swirling Flow in Cylinders,” AIChE

g y L J.,7, pp. 543-547.
* The fOHOWIng are concluded with respect to the SWII’|Ing flow [3] Ito, S., Ogawa, K., and Kuroda, C., 1979, “Decay Process of Swirling Flow in

velocity field: a Circular Pipe,” Int. Chem. Eng19, pp. 600—611.
. i . X i [4] Algifri, A. H., Bhardwaj, R. K., and Rao, Y. V. N., 1988, “Turbulence Mea-
i. Mean Axial Velocity ProfileA low or negative upward ve- surements in Decaying Swirl Flow in a Pipe,” Appl. Sci. Ret5, pp. 233—

locity in the centerline region surrounded by relatively high down-  250.
ward velocity in the wall region [5] Kitoh, O., 1991, “Experimental Study of Turbulent Swirling Flow in a Straight
. . S . . Pipe,” J. Fluid Mech. 225, pp. 445-479.
"_' Mean Tange_ntlal Ve'o?'ty Pr(_)flleThe mean tange_m'al ve- [6] Yu, S. C. M., and Kitoh, O., 1994, “General Formulation for the Decay of
locity increases with the r_adlal position from the c_enterllne towar_d Swirling Motion Along a Straight Pipe,” Int. Commun. Heat Mass Transfer,
the wall, reaching a maximum value; thereafter it decreases with 21, pp. 719-728.

the radial position near the wall region. The tangential velocity [7] Chang, F., and Dhir, V. K., 1994, “Turbulent Flow Field in Tangentially In-
jected Swirl Flows in Tubes,” Int. J. Heat Fluid Flod5, pp. 346—356.

'”q_eed exhibits Fhe shap_e of a _Rankme Vortex'_ . . [8] Kurokawa, J., 1995, “Gas-Liquid Flow Characteristics and Gas-Separation
. .Megn Rafj|a| Velocity PrOf”eTh? mean radlfil velocity dis- ) Efficiency in a Cyclone Separator,” ASME FED-Vol. 225, Gas Liquid Flows,

tribution is estimated from the continuity equation. The experi-  pp. 51-57. . ' '

mental results indicate that the radial velocity component is thred®l Erdal. F., 2001, “Local Measurements and Computational Fluid Dynamic

. Simulations in a Gas—Liquid Cylindrical Cyclone Separator,” Ph.D. disserta-
orders of magnitudé(100—1000) smaller as compared to the tion, The University of Tulsa.

average axial or tangential velocities. [10] Mantilla, 1., 1998, “Bubble Trajectory Analysis in GLCC Separators,” M.S.
thesis, The University of Tulsa.
[11] Gomez, L. E., 1998, “A State-of-the Art Simulator and Field Application

ACkn0W|Ed9ment Design of Gas-Liquid Cylindrical Cyclone Separators,” M.S. thesis, The Uni-
; _ _ versity of Tulsa, 1998.

The authors wish to thank the 'TJS D_(XIEontract_ No. DE [12] Gomez, L. E., 2001, “Dispersed Two-Phase Swirling Flow Characterization
FC26-O3NT1541}5and the Tulsa UnlverSIty_ Sepa_lratlor_l Technol-"" ¢, Predicting Gas Carry-Under in Gas—Liquid Cylindrical Cyclone Compact
ogy ProjectdTUSTP members for supporting this project. Separator,” Ph.D. dissertation, The University of Tulsa.

942 / Vol. 126, NOVEMBER 2004 Transactions of the ASME

Downloaded 03 Jun 2010 to 171.66.16.153. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Swirling Gas—Liquid Two-Phase
Flow—Experiment and Modeling
Part II: Turbulent Quantities and

Core Stability

L. Gomez
R. Mohan In Part | of this two-part paper on swirling gadiquid two-phase flow, correlations have
' been developed for the continuous liquid-phase velocity field under swirling conditions,
0. Shoham such as that occurring in the lower part of the Gasquid Cylindrical Cyclone

(GLCC®Y compact separator. The developed correlations, including the axial, tangential,
and radial velocity distributions, are applicable for swirling flow in both cyclones and
pipe flow. The first objective of this paper is to extend the study of Part | by developing
correlations for the turbulent quantities of the continuous liquid phase, including the
turbulent kinetic energy and its dissipation rate and Reynolds shear stresses. The second
objective is to study experimentally and theoretically two-phase swirling flow gas-core
characteristics and stability. The first objective has been met utilizing local LDV mea-
surements acquired for swirling flow. The developed turbulent quantities correlations have
been tested against data from other studies, showing good agreement. For the second
objective, experimental data have been acquired under swirling two-phase flow condi-
tions. A model for the prediction of the gas-core diameter and stability in swirling flow
field has been developed, based on the turbulent kinetic energy behavior predicted by the
developed correlations. Good agreement is observed between the model predictions and
the data.[DOI: 10.1115/1.1849254

The University of Tulsa,
600 S. College Ave.,
Tulsa, OK 74104

1 Introduction tangentially into a tube. KurokawgB] utilized a Laser Doppler

Compact multichase cvclonic separators. such as the G Velocimeter(LDV) and a pitot-tube probe to characterize swirling
Liquid gylindrical prcIone{GLCC) opperate be{sed on centrifugaﬁ?ogsﬁrrgfv\[lﬁ]”nUtiI]jlf)?lsvaellagfe;igggﬂgrﬂ:f Iggrirrzgt%tﬁ?ji\r/w) t\?eloc-
forces generated by swirling two-phase flow, as opposed to s 9 y P 9

gravity based conventional separators. A review of applications '(5¥ :?gtﬁ:&ogfs tlrrl]eaa(lza);?/l(emlﬁevrv:tﬁr?anirlwr;?::lgtegs t&l%er?ga::lc;:]rleelgtions
compact cyclonic separators in the field is given by Gomez et

; . L .‘?cl)'r the turbulent quantities have been developed on swirling two-
[1]. Figure 1 represents a schematic of the swirling flow velocit hase flow. I this study, the data acquired by the previous inves-

I:Z:dvler}ot?i(taielgwer part of a cyclone, namely, the axial and tange igators, as mentioned above, are presented and used to develop

In Part | of this two-part paper, correlations have been dev ciprre_la_tlons for the turbulent quantities, which are important in the
oped for the continuous liquid-phase velocity field under swirIin}Leadslgt']((I)(TWO]c the behavior of the dispersed-phase in swirling two-
conditions, including the axial, tangential, and radial velocity dis- :
tributions, which are applicable for both cyclones and pipe flow. .
For a proper prediction of the hydrodynamic flow behavior i® EXperimental Program
the cyclone, correlations must be developed for the turbulentpata from several investigators, namely, Algi4], Kitoh [5],
quantities. The turbulent quantities are required for the analysis@hang and Dhif7] and Erdal9] are collected and presented here
bubble/droplet breakup and coalescence, e.g., inlet gas bubble gith the purpose of developing correlations or validating existing
trainment and remixing at the GLCC entrance region. correlations to characterize and predict swirling flow behavior.
Similar to Part I, first, swirling flow turbulent quantities data in
. . cyclonic separators with a tangential inlet will be presented. Then,
2 Literature Review data for swirling flow in a straight pipe, induced by vanes installed
Experimental studies on local measurements in swirling floimside the pipe, will be presented.
were carried out by Nissan and Bred&h and Ito et al[3]. Tur-
bulent quantities in decaying swirling flow through a pipe wer -
studied by Algifri et al[4]. Kitoh [5] and Yu and KitoH 6] stud- gNo-component LDV system u;eq by Erdal is also capable of .
ied swirling flows generated with guide vanes and developed gﬁtermlnlng the standard deviation of the sampled data, which

analytical method to predict the decay of swirling flow in aepresents the turbulent fluctuations'(U")? and V(w’)?). The
straight pipe. statistical quantities, such as the mean velocity énd the stan-
Reynolds stress data for turbulent flow were presented bird deviation §,) of the data are calculated with the equations

Chang and Dhif7] for swirling flow generated by injecting air given below:

3.1 Turbulent Quantities in Cyclonic Separators. The

SvT
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| Tangential
Velocity

Axial __|
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Fig. 1 Schematic of Swirling Flow Field and Cyclone Coordi-
nate System

. 1
\/<v'>2:5<wu')2+¢(w'>z>, ®3)

k=3 ((u)2+ ()2 +(W)?). @

3.1.1 Turbulent Kinetic Energy Contour PlotsThe calcu-
lated turbulent kinetic energy distributionk, normalized with
U§U are presented in contour plots in Fig. 2. As can be seen, a
maximum local peak value ok occurs around the centerline,
which initially increases axially as the flow moves downward.
However, there exists an axial location where the turbulence starts
decreasing, and eventually the turbulent intensity converges to the
value of swirling-free pipe flow. The high turbulence center region
exhibits large instability of the flow near the centerline.

3.1.2 Turbulent Intensities. Figures 3 and 4 present the axial
and tangential turbulent intensities, or normal Reynolds stresses,
at one axial locationz/d= 3.6 below the inlet, for different Rey-
nolds numbers, Re9200 and Re-55 000, respectively. The Rey-
nolds number is global, based on the axial bulk velotity, .

Both figures exhibit low(flat) intensity distribution near the wall
region and high intensities around the centerline, and both dem-
onstrate the effect of the Reynolds number on the intensity.

Therefore, axial and tangential velocity fluctuations can be di- A very peculiar behavior is exhibited by both turbulent kinetic
rectly determined from the LDV data. The measurements shamergy and Reynolds shear stresses in the core region, as shown in
that fluctuations in the axial and tangential directions have thégs. 5 and 6, respectively, at R85 000 and various values of
same order of magnitude. To obtain an estimate of the turbulemtl. As can be seen, both quantities tend to increase with the axial
kinetic energy, the radial velocity fluctuations are approximatethcation. The reason for this behavior is that as the swirl decays
assuming it to be the average of the axial and tangential velocigyth axial position, the turbulent energy dissipation increases.
fluctuations. The radial velocity fluctuations and turbulent kinetidlso, both normal stresses show Idfiat) intensity near the wall

energy are calculated by the following equations:

region, while at the core region high intensities are observed.
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Re = 66855 9285
Fig. 2 Turbulent Kinetic Energy for Gradually Reducing Inlet Nozzle Configuration after Erdal [9]
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Fig. 3 Axial Normal Reynolds Stress Distribution after Erdal [9]

3.2 Turbulent Quantities in Straight Pipe. The same ex- these intensities in the region close to the axis of the pipe. Among

perimental datasets, as described in the flow field section, are alﬁo h I h ial h h
utilized for the presentation of the turbulent intensity and Reyl€ three componentsy»’?, the radial component shows the

nolds stresses. Since Erdd] used a two-component LDV sys- Most significant increase, becoming three times larger than that of

tem, only theu’w’ values were reported, while other investigator§Wirling-free pipe flow, for Kitoh's datd5]. This might be the
have provided a complete set of data of turbulent flow. reason for the performance enhancement exhibited in heat transfer

. . .. applications operating under swirling flow. While the turbulent
3.2.1 Turbulent Intensities. Figures 7, 8, and after Algifri  jyiensity in the annular region reduces gradually as the swirl de-
et al. [4]) show the radial distribution of the normal stresseéaysy it increases in the core region. In the core region very low-
\/ﬁ, \/ﬁ and \/ﬁ normalized withU,, . This is followed frequency motion prevails, while in the outer regidgasnular and
by a brief summary of Kitoh’s discussion on turbulent swirlingvall) the fluctuations include high-frequency motion, as expected
flow phenomena, which are later confirmed by the Chang agl turbulent flow. This peculiar frequency observed in the core
Dhir [7] and Erdal[9] data that are presented in this study.  yegion might be the result of an inertial wave generated by the
The data reveal that trbulent intensity has a large magn'tu%tating motion, which prevails as the flow is nondissipative.

In a normal(swirl-free) pipe flow, all the components of the tur- hus, the tangential velocity in swirling flow has a significant
bulent intensities are observed to have high values in the vicin'T ' 9 Y 9 9
gﬁluence on the flow structure.

of the pipe wall, whereas the swirling has a tendency to increa
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2
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Fig. 4 Tangential Normal Reynolds Stress Distribution after Erdal [9]
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Fig. 5 Turbulent Kinetic Energy Distribution after Erdal [9]

3.2.2 Turbulent Kinetic Energy.The turbulent kinetic en- the wall. This is due to the nature of flow in the core and the outer
ergy, k, is analyzed in this study, aimed at developing turbulefggions. The magnitude of w’ is negative and large in the an-
flow correlations, instead of using normal Reynolds stress expregrar region, while it is small and positive in the core region. It
slons. _Flgure§ 102 and 11 _sh_ow the turbulen_t Kinetic enekgy, can also be noticed that the location whefev’ changes its sign
normalized withUz,, for Algifri et al. [4] and Kitoh[5], respec- 155 5 tendency to move toward the wall as the swirl decreases,

tively. which is similar to the distribution of the mean tangential velocity

Reynolds Stressedhe radial distributions of the Reynolds i an in the previous section. For the case of swirl-free pipe. the
shear stresses are shown in Figs. 12, 13, an@ftdr Algifri et al. gven | %VI . I - W PIpe,
&Somponenty'w’ does not exist.

[4]). The figures display the dependence of the Reynolds sh X - ) .
stress on the Reynolds number and the axial location. Generally>"C€ angular momentum is transferred in the downstream di-
the Reynolds stress componarity’ decreases in magnitude ag€ction, the magnitude ofi'w’ should be mostly positive, de-

the swirl decays and changes its sigee Fig. 12 It is negative Ccreasing as the swirl decays. Also, as can be seen from Fig. 14, in
near the wall or annular region, where the flow slows down, but#€ region around the pipe centerline where the forced vortex
is positive in the core region, where the axial velocity increases irehavior of the tangential velocity is dominaotw’ has a large

the axial direction. As can be seen from Fig. 13, the componembsitive value. However, in the outer region where the tangential

v'w’ presents a change in its sign from the pipe centerline towavdlocity is of the free-vortex type, small valueswiw’ do exist.
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2 1 =
U 1 = Re = 55000
X ®2z/d=3.6
0.4 1 m2z/d =54
« AzZ/d=6.7
031X +z/ld=8.5
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021 MR

Fig. 6 Reynolds Shear Stress Distribution after Erdal [9]
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Re=1.5x10°
0.20
0.18 - =
0.16 | " &
0.14 - ]
. o A .. mz/d=0
2 e A o4 & L |ezd=75
u” o1 | 4 © ® ® y 8 2/d = 20
° © 4L o é o |4
U 0.08 A b ©2z/d= 50
av © %) < .
0.06 <o © Pipe flow
° o
0.04 -
L o o ©°
0.02 -
0-00 T i i T
0.00 0.20 0.40 0.60 0.80 1.00
r/R
Fig. 7 Axial Normal Stress Distribution after Algifri et al. [4]
4 Swirling Flow Mechanistic Model [9] modified an existing swirl intensity correlation, proposed

Typical axial and tangential velocity profiles in swirling rowOrlglnally by Chang and Dhif7], to predict the flow field. The

are shown schematically in Fig. 1. In part | of this two-part papei,:\rl:gi'tngcomn%tgorl gejsgg tacl)s c% ;re: éjtlé r(i)zf evzﬁzgfggggn' l-:rgf ai\;\grl n;rr]n ot-
correlations were developed for the flow field, including the axia y P Y- y

tangential and radial velocity profiles. In this section, correlationrIC single-phase flow, the swirl intensit, is defined as the ratio

are developed for the corresponding turbulent quantities, inclu%- the tangential to total momentum flux at any axial location,

ing the turbulent kinetic energy and its dissipation rate and Rey‘:’me'y
nolds shear stresses. First, the important concept of the swirl in- 270 (R
; , ; ; o A pfouugrdr
tensity, presented in part |, is reviewed here as it is required for the = (5)
calculation of the turbulent quantities correlations. mpR2UZ,

4.1 Swirl Intensity Decay Number. Based on several sets The numerator of E((5) corresponds to the tangential momentum
of swirling flow experimental data MantillgL0] and later Erdal flux integrated over the pipe cross sectional area, while the de-

Turbulent Intensities
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Fig. 8 Radial Normal Stress Distribution after Algifri et al. [4]
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Fig. 9 Tangential Normal Stress Distribution after Algifri et al. [4]

nominator is the total momentum flux based on the average bulkeren is the number of tangential inlets ai, /M~ is the ratio
velocity. The Erda[9] correlation for the swirl intensity is given of the tangential momentum flux to the total momentum flux at
by: the inlet, as given by

M n\ 2\ 093 Mi (UL inetCOSB| Uyis
_ a3 b, _ v T
Q—O.G?Ré’z( (1 exF‘( )) ) My ( Uap Uay @)

1( M, n\\ 4035 z \O whereu inet iS the liquid velocity at the inlet ang is the inlet
<o~ 3l 2o -3 | R

inclination angle. The liquid velocity at the inlet can be calculated
from the nozzle analysis developed by Gonjé], which can
(6) then be used to compute the tangential velocity of the liquid at the

dsep

Turbulent Intensities
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Fig. 10 Turbulent Kinetic Energy after Algifri et al. [4]

948 / Vol. 126, NOVEMBER 2004 Transactions of the ASME

Downloaded 03 Jun 2010 to 171.66.16.153. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Turbulent Intensities

Re=5x10*
0.10
L
0.08 |
® @z/d=5.7
k 006 - B ®z/d=12.3
3 : Az/d=19
Uav ® ®z/d=25.7
0.04 A L +2/d= 32.4
A g -
B mz/d= 39
I * 8 03 %= Em !1
0.02 ziisxxgﬁm
£ S ]
0-00 T T T T
0.00 0.20 0.40 0.60 0.80 1.00
r/R
Fig. 11 Turbulent Kinetic Energy after Kitoh  [5]

inlet slot, u; ;s . The Reynolds number in E¢6) is defined as for experimental observations that high anisotropic turbulent behavior
pipe flow, based on the bulk velocity and the diameter of theccurs in swirling flow among the three Reynolds stress compo-
cyclone. nents,u;u;. This behavior is observed in the core region around
the pipe axis, where the tangential velocity exhibits a forced vor-

e e QL Coratons. Jp. aecing th benavior o he Reyrolds sesses Herce, e
9 " : P . "~ Value of T, and B are selected as correlating parameters, which
turbulent quantities of the continuous-phase are required to con)-

plete the two-phase swirling flow model for the calculation of th € related to the maximum magnitude and location of the tangen-

interfacial phenomena. The hypothesis is that as turbulence di%lﬁl velocity, respectively. Following are the correlations for the

pates, it affects the formation of the interfacial area concentration. ee Reynolds stress components, normalized with respect to the

Therefore, the turbulent intensity, eddy viscosity, and energy didverage bulk velocityUz,. The values of the coefficients are

sipation rate distributions have to be known for an analysis of tfgdven in Table 1.
gas core. Details are given by Gomd2)].

4.2.1 Reynolds Shear Stresse€orrelations are developed

Journal of Fluids Engineering

for the radial distributions of the Reynolds shear stresses for the 7,7 T r\4 r\3 2
swirling continuous-phase, aimed at determining the eddy viscos- — ——= B 1%\R —b- (ﬁ +c- R +d- ﬁ) —f} (8)
ity of this phase. The parameters of these correlations are based on  Ua,
u'v' Reynolds Stress
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Fig. 12 Reynolds Shear Stress u'v’ Distribution after Algifri et al.  [4]
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Fig. 13 Reynolds Shear Stress v'w’ Distribution after Algifri et al.  [4]

aw T r\4 r\3 r\2 r between the Reynolds stresses and the gradients of the mean ve-
-—= Mlal=] =b (_ +c _) —d-|=]|+f-en® locities. Also, it is well known that the turbulent kinetic enery,
Uz, B R R R R and its dissipation rate, are related to the turbulent eddy viscos-

(9) ity, v, through a dimensional Kolmogorov relationslighich is
widely used in the standafd ¢ model—isotropic conceptFor the
case of swirling flow, the distribution of the Reynolds stress com-
ponents exhibit a different magnitude and behavior, as the swirl
(10) decays. This results in different magnitudes of the three eddy vis-
cosity components, caused by the anisotropic behavior of the tur-
bulent flow. The values of the eddy viscosities are derived from
4.2.2 Eddy Viscosity Calculation for Swirling FlowThe the Boussinesq eddy viscosity model, once the Reynolds shear
Boussinesq eddy viscosity hypothesis defines the interactistiesses and the velocity field are known, and are given by

vw' Th r\4 ) r\3 r)z d(r>f
"z B %R TR TR T4 R/T

u'w' Reynolds Stress
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Fig. 14 Reynolds Shear Stress u’'w’ Distribution after Algifri et al.  [4]
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Table 1 Reynolds stress coefficients

I shift
=-0.22ex—0.6:(InQ—0.8?
a b c d f n R H ( )’
u' v 0.3304 0.6158 0.1177 0.1295 0.0059 --- X'sin(23.088 () —10.09) —0.022 74 (14)
uw’ 0.7935 2.0297 1.8388 0.6549 0.0352 0.0314 Th . bel d d . h .
7 12954 24614 13188 01942 16390 - e parameters given below are used to determine the magni-

tude of the kinetic energ¥(r,z), in the entire flow domain:
Y Knin=0.18 [1—exp( —0.5467 Q- Re 200791 (15)

5 MI 3
A=3.202<105-exp 0.7-| — | | —3.342x 10
u'v’ My
Vear= " 50— (11) _ M, )
= X sin 0.908 | — | —0.0238 +3.23 103 (16)
or Mt
I By =1.126{0.5 tanf 5000 () —2)]+0.5} 17)
V=T u9> (12) Y K= A REP45. exd — 0.83 (In Q — 0.54152
rﬁ o I shift
+BK( = | + Y ko (18)
u'w’
Vigp=— —— (13) 133.009)
e n=——— (19)
Jz Re
9=0.1292 exp(—0.0784 Q) (20)

Experimental observations demonstrate that close to the wall
the anisotropy among the three eddy viscosity components beThe final equation for the turbulent kinetic energy correlation,
comes weak, as discussed by Algifri et[d]. It is also observed normalized with respect to2,, is given by:
from the data that in the annular region the magnitude,gf is v
larger thanw,y, andu,, . This leads to the conclusion that in order I Tshift
to satisfy Kolmogorov theory, a modification has to be made to K R
account for anisotropic turbulent flow. One simple way is to use — = (Y Knax= Y Kin) - €XP| — >\ T
an ad hoc coefficient, so that thee model relationship can still av
hold. This coefficient may or may not have functionality with 2

+Ykmm-exr{n- (—)

[EnY
Py

other turbulent parameters, as was demonstrated by Kobayashi
and Yoda[13]. Due to the high degree of empiricism of these

coefficients and with no validation done, this method is disre- 24 Turbulent E Dissination Calculation for Swirli
garded in the present investigation. Instead, a tensor analysi fé : urbulent Energy Lissipation Laiculation for swirling
%}ow. For a complete eddy viscosity turbulent model, at least

(21)

carried out, similar to the method of determining the princip o .

stress direction, for calculating an equivalent magnitude of t eottl\:\;(t))ufpr:atc?flij:dntlttlﬁgurllg;]/? fqougﬁti?i%img‘reg. tlk?ethlgeg/rr?cflzgt th:fgr

eddy viscosity acting in the principal stress direction. stresses and the turbulent kinetic energy. As was discussed above,
4.2.3 Turbulent Kinetic Energy Correlation for Swirling Flow.the ke model provides a relationship between the turbulent eddy

From the experimental data for the turbulent quantities, it can béscosity and the turbulent kinetic energy through the energy dis-

seen(Fig. 5 that the turbulent kinetic energy exhibits an increassipation,e, as given below, whereG ,=0.09.

ing maximum near the pipe centerline, as the flow moves down-

ward. However, at some particular location along the axial direc- e=C — (22)

tion, the magnitude of maximum turbulent kinetic energy starts A

decreasing. A transition zone occurs between the two regions thajl_h dissipati the rate of dissipati £ th

is dependent on the swirl intensity and the Reynolds number. As € enérgy dissipation expresses the rate of dissipation of the

the swirl intensity decreases and decays completely, the turbuléwpmem Kinetic energy. The importance of the energy dissipation

kinetic energy also decreases until it converges to a magni’[uyiI a two-phase dispersion is manifested in the generation of the

similar to that of swirl-free pipe flow. It is also observed that thesg?erfaaal area, namely, breakup and coalescence of bubbles/

maxima location shift around the cyclone axis in an oscillator roplets. . . -
manner. A particular problem is presented in swirling flow, due to the

The minima values of the kinetic energy exhibit an opposit nisotropic behavior of the turbulent flow. In order to solve Eq.

senavior, 5 compared o he maima valies. The minma g " - 12 e buent oy ecorin, st o)
almost a zero magnitude, increasing slowly with axial position : PIC, y Y

the swirl intensity decreases, until converging to swirl-free pip% tensor, as given by Eqi) to (13)'. To overcome this problem,
flow values, as well. a method similar to tensor analysis is adopted, for determining

The above experimental observations have been used in fRiAvalent isotropic turbulent eddy viscosity acting in the princi-
al direction from the different eddy viscosity components. Thus,

study to develop an empirical correlation for the turbulent kinetig] . )
. . o e Reynolds stress tensor is expressed as follows:

energy, normalized with respect t,. The correlation is depen-

dent on the initial swirl intensity and its decay, and on the Rey- u’

nolds number. The developed correlation also captures the oscil- — —  — —

latory phenomenon of the maximum kinetic energy value. uup=| uw 4 VW (23)

The location of the maximum of the turbulent kinetic energy in Tl ol w2
P . Lo 4 u'w' v'ww

the radial direction is modeled with a periodical type equation,

correlated with experimental data, which can predict the whipping The turbulent kinetic energy is defined as the sum of the normal

behavior of the core, as follows: Reynolds stresses, and is given below:

N

1o

u'v' u'w’
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1 — due to the surge motion of the lighter fluid toward the gas-core
k= E(U'2+ v'2+w'?) (24)  region, which also becomes wider as the swirl intensity increases.
The developed model for the prediction of the gas-core stability
Equivalent tensor components are defined below to express théased on the above-mentioned phenomena. Using the derivative
eddy viscosity values for the different directions, so that thef the turbulent kinetic energy correlatiggiven by Eq.(21)) with
equivalent value of the eddy viscosity acting in the principal direspect to swirl intensity parameter, one can obtain the slope of

rection can also be obtained, namely, the turbulent kinetic energy to analyze the stability of the gas
core. GomeZ12] defined the swirling two-phase flow pattern as
§wz U Vg follows:
wi=| Vi vz v (29) - For positive slope of the gas core and very low swirl intensity
Vg, Ugr w2 (less than 0.8 the gas core behaves abla Gas-Core-High

) . Bubble Dispersion
where the parameters used are defined below: » For positive slope of the gas core and moderate swirl inten-
W2.R sity (between 0.8 and 1)5Weak Gas-Core-High Bubble
= — (26) Dispersionis present.
For slope approaching zero value as swirl intensity increasing
-3 up to values around 2 to 3, for this ca¥éhipping Gas-
_(ﬁ+ﬁ) 27) Core—Low Bubble Dispersionis the dominant swirling flow
w'2 2 pattern.
« Finally, for negative slope at high swirl intensitiarger than
4) Stable Gas-Core-No Bubble Dispersionis the present
swirling flow pattern.

<
°

The value ofc;=1.13 is used in this study, obtained from ex-
periments. The three roots of the cubic polynomial equation, given
below, are the three principal equivalent eddy viscosity values,

The diameter of the core can be determined similar to the

2 —
8=116%+1,6-15=0 (28) analysis presented by Barrientos et[d4]. The Young—Laplace
where the invariantd, are defined in this study as follows: equation can be used to define the normal stresses at the interface
R (jump condition$, as given below:
1= 29 o
Y Ua (29) Tn' n|"q“'d 7, N[ 923 e (34)
C
2 2
I :1_6 G R_. 2+§ 1 R_, 2 Assuming that the gas-core interface rotates as a rigid body
279 (cy+ 1)2 Ugv 9(c;t1) Uiv with an angular velocityw,, and that the normal stress at the
inner side of the gas-core is that of an ideal fluid, while at the
8 (o R? 2 2. 2.2 liquid side the normal stress can be expressed using the radial
*3 it D) U_zk (Vi + Vgt V) (30)  velocity gradient and the hydrostatic pressure yields the following
! expression for the gas-core diameter:
4 ¢, R (8 1 R? au,
— — 2.2 Ilqmd o
T3 D U, 9 e D 0z, ”“) el = m ezt 2u g
4 1 R as 1 2,2
+ and 7,-n|% 1=~ (Pg+ 2pgwirc?) (35)
Uzr zr3 (C 1) Uav — k= Uﬂzvﬁr) n’ | - 9 2FPg™1 .
) R wherer ; the gas core radius arf, is the gas static pressure.
t Vgg| VgV — 3 U, kvez) (31)

Once the three roots of E@28) are obtained, the equivalent6 Simulation and Results
turbulent eddy viscosity is defined by the magnitude of the prin-

cipal direction components. In this section, the developed correlations for swirling flow tur-

bulent quantities are tested against data from different published
" e@:‘/52+ 52+ 82 (32) studies for the continuous-phase. Also, the validation of the hy-

pothesis of the core-stability model against the experimental data
In cases where; = 6,= &3, isotropic turbulent flow will occur. s presented.

Finally, the energy dissipation rate is determined by the well-

knownk-¢ equation as: 6.1 Continuous-Phase Turbulent Quantities. As men-
5 tioned above, the turbulent flow properties are important in the
—c k 33 two-phase swirling dispersion process to define the interfacial area
e Ut equ (33) by means of breakup and coalescence processes.

. 6.1.1 Turbulent Kinetic Energy.Figures 15 and 16 present
5 Gas-Core Stability Model the performance of the developed normalized turbulent kinetic
The mechanisms of the stability of single-phase swirling flownergy correlation with the data of Erdd]. Figure 15 gives the
can be related to the turbulent intensity, as demonstrated by tiaglial distribution of the turbulent kinetic energy at different axial
experimental data. The offset location from the centerline of thgositions. As can be seen, the developed correlation captures the
maximum peak of the turbulent kinetic energy is observed. Thyshysical phenomenon of the helical shifting of the maximum tur-
it is assumed that the turbulent kinetic energy can be used bolent kinetic energy along the axis of the cyclone. Figure 16

develop a model to predict the stability of the gas-core in twgresents the same comparison in contour plot form.

phase swirling flow, as well. A comparison between the entire Erd€] data and the devel-
The stability of the gas core is the key to defining the dominaiped correlation for the helical radial oscillation of the maximum

swirling two-phase flow pattern. Thus, one might think that higturbulent kinetic energy around the cyclone axis, as a function of

intensity swirling flow would enhance the gas-liquid separatiaime swirl intensity, is shown in Fig. 17. The figure demonstrates
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Fig. 15 A comparison of Turbulent Kinetic Energy Radial Distribution

that for low swirl intensity corresponding to locations far belowparison of the turbulent kinetic energy for the same value of
the inlet, high fluctuations occur due to flow instability. HoweveiM, /M= 10.88, for both low and high Reynolds numbers, is pre-
as the swirl intensity increasésorresponding to locations nearsented in Fig. 20. Excellent performance is observed in all three
the inley the radial oscillation of the maximum turbulent kineticfigures.

energy decreases, since the flow becomes more stable. Figures 1Binally, the developed correlation for the turbulent kinetic en-
19, and 20 show the comparison of maximum and minimum magrgy is compared against the data of Ki{& for very low swirl
nitudes of the turbulent kinetic energy as function of swirl intenintensity(less than 0.8 as can be seen in Fig. 21. Note that these
sity and Reynolds number. Figure 18 shows the comparison fiata have not been used in the correlation development. As can be
low Reynolds numberg§Re=9137 at moderate swirl intensity seen, the correlation performs well against the additional data,
(M{/M;=5.44), while Fig. 19 is for high Reynolds numbéRe capturing the decay of the turbulent kinetic energy as the swirl
=54 828 at both moderate and high swirling intensities. A comintensity tends to zero.
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Fig. 16 Contour Plot Comparison of Turbulent Kinetic Energy
Radial Distribution

0.3

6.1.2 Reynolds Shear Stresse€omparisons between the
developed correlations for the three Reynolds shear stress compo-
nents and Kitoh[5] experimental data, for Re50000 and
M, /M+=2.37, are presented in Figs. 22, 23, and 24 fonihe',

u’'w’, and»'w’ components, respectively, As can be seen, the
good performance of the correlations confirm that the location and
the maximum value of the tangential velocity are indeed the
proper correlating parameters for the Reynolds shear stress corre-
lations, as proposed in this study.

6.2 Gas-Core Stability Model. Figure 2%a) shows data
and simulation results of turbulent single-phase swirling flow ki-
netic energy contour plots. As the swirling intensity increases,
with values between 3 to Gimilar to the case shown in Fig. 19
the gas-core tends to stabilize in the centerline, as shown in Fig.
25(b) 1. For high values of swirl intensity, larger than 6, the core
remain stable around the centerline. At low swirling intensities,
between 1.5 to 3similar to the case shown in Fig. RGhe peak-
offset location from the centerline increases, which is related to
whipping gas-core phenomenon, as shown in Fighp2. For
cases where the swirl intensity are lower than (sinilar to the
case presented in Fig. R1no gas-core forms but rather high
bubble dispersion.

7 Conclusions

The hydrodynamics of dispersed two-phase swirling flow in the
lower part of the Gas—Liquid Cylindrical Cyclof&LCC) and in
a straight pipe were studied both experimentally and theoretically.
Following are the main conclusions of the study:

* Published local LDV measurements for swirling flow field
have been analyzed and utilized to develop and validate cyclone
and pipe swirling flow field prediction correlations for the turbu-
lent kinetic energy and Reynolds shear stresses.

» The developed correlations for the continuous-phase swirling
flow turbulent quantities have been tested against data from other
studies, not used in the development of the correlations. The cor-
relations show good agreement with the data.

» The hypothesis that the swirling flow turbulent kinetic energy
behavior exhibits the same mechanism as that of the gas-core. A

¢ Erdal Data
—— Prediction

Ishit/ R

Swirl Intensity

Fig. 17 A comparison of Helical Radial Oscillations of the Maximum Turbulent Kinetic Energy With Swirl Intensity
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Fig. 18 Turbulent Kinetic Energy Comparison—Moderate Swirling Intensity

model for the prediction of the gas-core diameter and stability kinetic energy that captures the oscillatory phenomenon of the
swirling flow field has been developed, based on the turbulemtaximum kinetic energy value around the centerline, which can
kinetic energy behavior predicted by the developed correlation.gtedict the whipping behavior of the core.

was also confirmed that the stability of the gas-core can be used t¢i, Reynolds Stress Componenthe three Reynolds stress

define the dominant swirling two-phase flow pattern in Cy"ndricaéomponentw’ ', v'w’ andu’w’ have different trends and mag-

CycI(_)rr;]e ?elrl)arators. luded with h irling fi nitudes. Correlations are developed for all three components. The
. .b | eto OW'pt.g are concluded with respect to the swirling flow, o rtant observation is that large anisotropic turbulent behavior
urbulent quantities. among the three components is present, where the anisotropy be-

i. The turbulent kinetic energyfhe turbulent kinetic energy comes weak very close to the wall.
exhibits an increasing maximum near the center, as the flowiii. Turbulent Energy DissipationThe energy dissipation in a
moves downward. As the swirl intensity decreases and decdyo-phase dispersion is manifested in the generation of the inter-
completely, the turbulent kinetic energy also decreases untilfécial area, namely, breakup and coalescence of bubbles/droplets.
converges to a magnitude similar to swirl-free pipe flow kineti@ particular problem is presented in swirling flow, due to the
energy. In this study, a correlation is developed for the turbuleanhisotropic behavior of the turbulent flow. In order to satisfy
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Fig. 20 Turbulent Kinetic Energy Comparison—Low and High Reynolds Number

Boussinesq eddy-viscosity approximation, a method similar idomenclature

tensor analysis is adopted, for determining equivalent isotropic

turbulent eddy viscosity acting in the principal direction, from B = radial Ioc?tiol?eof tt:je lmaximum velocity
the different eddy viscosity values resulting from Reynolds stress ~» — constant for ke mode
1ensor. d = dlameter(_m) _
g = acceleration due to gravitym/s’)
k = kinetic energy(m?/s?)
M = momentum(Newton
Acknowledgment P = pressurgPa
The authors wish to thank the US-DOEontract No. DE- r = radial direction
FC26-03NT1541pand Tulsa University Separation Technology R = pipe radius(m)
Projects(TUSTP members for supporting this project. Re = Reynolds number
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Fig. 22 Reynolds Shear Stress u'w’ Comparison with Kitoh [5] Data (Re=50,000 and M,/ M;=2.37)

T, = parameter related to maximum moment of tangentialGreek Letters

velocit T .
Y B = inclination angle measured from horizontal

u = axial and continuous-phase velociiy/s) S RS
U,, = average bulk velocitym/s) € = kinetic energy dissipation ratgn?/s’)
v = radial velocity(m/s) 0 = tang(?ntlal direction
w = tangential velocitym/s) p = den5|ty(kg/m_3)
Yk = Turbulent kinetic energy parameter o = surface tensiorfiNewton/m
z = axial direction T = total burst time(s)
0.002
*
0.000 nm ¢
u'w' ™ x = @
2 = a
u - A Data:z/d=123
AV 0,002 e
A # —— Prediction: z/d = 12.3
PS = 4 Data:z/d=5.7
66 A B —— Prediction: z/d = 5.7
® Data:z/d=19
-~ Prediction: z/d = 19
-0.006 -
-0.008 : : ; .
0.0 0.2 04 0.6 08 1.0

r/lR
Fig. 23 Reynolds Shear Stress u'w’ Comparison with Kitoh [5] Data (Re=50 000 and M,/M;=2.37)
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[5] Data (Re=50 000 and M,/M;=2.37)

Superscripts

mean value of the variable
turbulent disturbance

!

Subscripts

av = average
c = core

equ = equivalent
g = gas

inlet = inlet

is = inlet slot
L = liquid

max = maximum
min = minimum
r = radial direction of cylindrical coordinates
sep = separator
shift = location of maximum of turbulent kinetic energy with
respect to centerline
t = tangential
T = total
z = axial direction of cylindrical coordinates
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An Evaluation of Impeller Blade
Torque During an
Impeller—Diffuser Interaction

Kevin A. Kaupert

Ebara Cryodynamics International, An evaluation of the torque on an impeller blade interacting with a diffuser blade is
350 Salomon Circle, presented. Comparisons of time averaged quantities are made between computed and
Sparks, NV measured results. The calculation of the impeller blade torque was based on the axial
89434 moment from fluid forces acting on a control volume surrounding an impeller blade

passage. Unsteady flow field contributions were incorporated in the computational model.
Results are compared to numerical predictions of the impeller blade torque based on
pressure and shear stress terms integrated over the blade and wall surfaces. From the
fluid forces perspective the major contribution to the time averaged impeller torque origi-
nated on the impeller inlet and outlet control surfaces. Contrarily the major contribution
to the unsteady impeller torque originated in the unsteady flow field within the impeller
control volume.[DOI: 10.1115/1.1839929

1 Introduction [9]. But no open literature has reported the individual influence of

. e above listed 4 points on impeller blade torque. This must be
Turbomachinery represents a mature advanced technology. Valuated in the design of advanced turbomachinery. The novelty

sign techniques continually strive to improve machinery perfo(r)— the following investigation then lies in the quantitative evalu-

man.c‘e.by Increasing efficiency and power concentration witho ion of each term that provides the impeller blade torque and
sacrificing reliability[1,2]. Improved machinery performance can

be accomplished with better predictability of the torque for a rcgfé)sllseusretrgjrézformatlon to the design of an industrial high
tating impeller. '
The force and moment imparted to a fluid by a rotating impeller
blade are a synthesis of the complex interaction between centrifli- Theoretical Considerations
gal, Coriolis, viscous, and blade forces all acting in an unsteady . .
fashion. The necessity of unsteady flow for an impeller to transfer2-1 Control Volume.  Fig. 1 depicts the control volume

energy to a fluid is well establishe®,4] and inclusion of un- USed in the analysis. Represented is the impeller of an impeller—
diffuser-return vane combination. The inlet control surf&eas

steady forces and resulting moments is a requirement for a co N . h
plete numerical model. a unit normaln, parallellto thez-axis of rotation. The outlet con-
To circumvent the inclusion of unsteady flow calculations in aﬁcil ts_urfacSehSz has g unit normahle perpendmulard_to tth% aX'SdOf
impeller it is common place to calculate the flow field in thdOt@Uon. Shear and pressure iniiluences are indicates, can
2 The wall pressure and wall shear stress adjacent to the hub

rotating frame of reference, perhaps even isolating the impel > o
from the diffuser. In the case of an isolated rotating impeller t rfaceSyy, and adjacent to the_ shroud surfag, are _|nd|cated
whs Pws @nd 7, 7ys. The influence of the location for the

torque required can be described by considering the rate of chal Srol surfacesS, and S, was Investigated by moving their po-

of fluid angular momentum between the impeller inlet and outle‘fition up and downstream. While this changed the magnitudes of

In a simplified form this can be expressed with the Euler turbg: o L
machinery equation. Commonly the Euler equation is evaluatbif duantities computed along the control surfaces and within the
during the initial design phases of an impeller as an estimate cfrngr?ll vg:]ueme(,)stir:% r?%?graér:zndetnhcﬁswggfl'gfd CI::J;?::.O Ft{ﬁsults
impeller torque and consequently energy transferred to the flow. Y P 1 Sz yc e
Neglected in the application of the Euler turbomachinery equatiéwpe”er inlet and outlet are described for presentation simplicity.
are impeller moment terms that stem from,

« unsteady flow,

« flow field nonuniformity,

« external fieldg(i.e., gravity),

« fluid viscosity.
Given the complexity of evaluating each of these influences it is
clear why the Euler turbomachinery equation is a preferred design, hub and shroud surface shear
approximation, but oversimplified. The neglected unsteady floy . - . -
field that arises in a rotating impeller interacting with the station; IS 18 exp_ress.ed math_ematlcally In Fig. 2 for the control volume
ary system is well documented to be a significant contributor E%escrlbed in Fig. 18, is the unit vector taken paraliel to the
unsteady impeller blade forces and momdsis7]. This interac- achineryz-axis. The surface pressure terms represent the mo-
tion must be modeled using unsteady techniqués Numerically ment to overcome the pressure acting on each infinitesimal sur-

merous efforts have been made to incorporate this interaction i §r %earlwrgiiu?;r ?gﬁt:ies glad-?h:nsdurfvgflsggaer fer;':ng?érggs\e’?lgt&;
design methods with Reynolds averaged Navier—Stokes solv St )
[8] or even with intricate vorticity elements and panel metho Bment to overcome the shear force from blade and wall rotation.

his shear force acts on the infinitesimal blade surface &8gand
Commibuted by the Fluids Endineering Division f biication in oA the direction of the unit parallel vectdg. The sum of the dot
ontributed by the Fluids Engineering Division for publication in NAL : f
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering DivisionprOdUCt of the surface forces and associated moments is taken

May 27, 2003; revised manuscript received July 9, 2004, Associate Editor: Edwe40Ng thez-axis of rotation to provide the shaft torque required to
W. Graf. rotate the blade.

2.2 Axial Moment (Torque) From Blade and Wall Forces
The axial moment on a shaft axis resulting from impeller forces is
a consequence of,

* blade surface pressure,
* blade surface shear,
» hub and shroud surface pressure,
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Fig. 1 Control volume and control surfaces in the impeller

2.3 Axial Moment (Torque) From Fluid Forces. The mo-

Fig. 3 Geometry of the tested

impeller and combined
diffuser—return vane. Shroud removed for viewing.

whereR; _, and R,_ 4, are geometric functions that are often
approximated by R;_,,e~Sqr{0.5(R?_, ,+Rs_¢oud] and

Ry ave=SArf 0.5(R3_ st R5_chioud 1- IN this article the situation
for the geometry of Fig. 1 provides the more exact values
of Ry_ae=R, and Rlfave:Z(Ri’—shroud_ Ri—hub)/‘?’(Ri—shroud
+R?_,,»). The uniform velocity assumption of E¢) is equiva-
lent to stating the circumferential and meridional velocity are area

ment on a shaft axi$l,; resulting from the reaction forces of averaged across tf#® andsS, control surface, not mass averaged
flowing fluid contains five influences inside the control volusie Which Eq. (4) requires. While such simple forms as H§) are
shown in Fig. 2 as Eq(2) [10]. All five of these terms are un- useful in a first design iteration they are too oversimplified for the
steady. Eq(2) represents the unsteady flow field that causes ti§€sign of modern fluid machinery which must incorporate the full
axial blade moment represented by E. It is useful to solve the governing flow physics.

individual terms of Eq(2) as these can be manipulated in a given Computational fluid mechanics offers the opportunity to include
industrial design to reduce detrimental moment and force fluctug@odels for all the terms present in E@®) to determine the axial

tions on a pump impeller.

moment from fluid forces. This is particularly useful for compu-

It has been commonplace to approximdte; in this equation tations with coupled component interactions that generate sizable
by neglecting all terms except the velocity terms on the contrgnsteady flow.

surfacesS; andS, to provide,

sz_[j r1><V1dms1_f raXvodms;| - €, 3
S S

Separating out the vector components along the control surfa

of Fig. 1 the equation further simplifies to,

sz:f rlvﬁldm51_f I o0 pd Mg, 4)
Sy S

3 Numerical Method

The numerical computations were performed using the com-
mercially available Numeca Fine Turbo code version 4.14 which
hetforms Reynolds averaging of the Navier—Stokes equations in
strong conservative form. Three turbulence models were indepen-
dently applied, the Baldwin—Lomax, the standdé e, and a
high Reynolds number nonlinelr- ¢ model. While each of these
gave a slightly different result the general tendencies remained
consistent. The results presented here are based on the standard

With Fhe assumption of uniform circumferential and meridionak—e model. The structured numerical grid for a single impeller
velocity over the control surfaces a form of the Euler turbomaslade passage consisted of 159841 nodes while a single diffuser—

chinery equation is obtained as,

M= M(v 1 R1 - ave™ v 2R2- ave) (5)
Axial Moment from Blade and Wall Surface
Muy=[] rx(ng PdS )+ | Fx(t 7 dS Y]we, 1))
N S
8 s
burface pressure I | surface shear
Axial Moment from Fluid Forces (reaction forces to the flowing fluid)
My = )
[—g[]rx pvdVJ Unsteady velocity term in flow region ¥,
Vv
+ | tpxvydmg = [ txv, dmg, Velocity terms on control surfaces S,
S S,
1 2

+;’ Ex(-n iidsl)+sj ryx(-n, P,dS,)  Pressure terms along control surfaces S,
1 2

+[rxpgdV Gravity term in flow region ¥,
vV

+ (-t rldS])+ i ryx(=t, 7,dS,)]*e, Shear terms along control surfaces S.
S S,
1 2

Fig. 2 The expression for the axial moment
of blade contributions and fluid contributions

(torque ) in terms

Journal of Fluids Engineering

return vane passage had 219069 nodes. Several other grid sizes
were evaluated to model the geometry with greater and less node
numbers. It was found that grid independence was established for
the listed node numbers. Grid independence was determined
quantitatively as impeller torque variations of less than 1% and
with a reasonablg™ resolution of the boundary layer. The itera-
tive calculations were stopped when a mass flow convergence of
better than 0.15% was maintained for 500 cycles and the root
mean square global residughe sum of all the residual fluxgsn
the grid was below—6. The artificial viscosity was held at the
lowest value possible to obtain this convergence and was not var-
ied among the time steps. Liquefied natural gas at a temperature of
—165°C and density of 450 kgfwas the working fluid. This
fluid was treated as compressible but always remained in liquid
form. The geometry parameters of interest for the pump were,

» the impeller—diffuser gap was 5% of the impeller outlet

radius,

« the impeller blade solidity was 1.5,

* the pump dimensionless specific speed was 0.35,

« the diffuser inlet blade angle was 9°,

« the impeller rotating speed was held constant.

The impeller and diffuser—return vane are seen in Fig. 3.

The interface plane between the rotating impeller and stationary
diffuser was treated in two steps. First a steady flow computation
was performed that applies a mixing plane approach for pitch
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averaging of flow parameters across the interface. The result of
this steady computation was applied as an initial guess for the to 1.1 MW
unsteady flow computation. The impeller grid was then rotated
through 10 time steps and the entire flow field solved for each
time step. The interface was treated as a connected boundary be-
tween the impeller and diffuser grid. To provide an accurate discharge
boundary layer solution, values gf" <10 are obtained over a
large portion of the wetted surfaces. This was required to provide
adequate resolution of the boundary layer used in the evaluation
of surface shear stress.

For the unsteady computation simplifications were made to the
actual machine to obtain periodicity which is industrially not vi-
able due to synchronization of the impeller—diffuser interaction.
Domain scaling was applied. The number of diffuser—return vanes
Z4=10 was made an integer factor of the impeller bladgs5.
In reality Z4,=8 and Z;=5, as seen in Fig. 3. The number of
impeller time steps calculated was 10, which corresponds to 10
steps for 1/5 of a full rotation or every 7.2°. Periodicity was as-
sumed for the remaining 4/5 of a rotation. The boundary condi-
tions imposed on the periodic sections are defined by
Fi(r,6y,z,t)=F(r,6¢=blade pitch,z,t) k=1,2, ... withF, as
some flow property in a cylindrical coordinate system. At the 1% stage
impeller—diffuser interface a nonmatching connected boundary diffuser-
was applied as the grids do not match at the interface for each
time step. A comparison of the results from the time averaged
domain scaling method and the separate mixing plane method
revealed that the computed impeller torque was withih9% at
the flow rates corresponding to 65%, 100%, and 125% bep. The 1* stage impeller
inlet and outlet boundary conditions were far enough upstream
and downstream to be held constant for each of the flow rates
calculated. Overall the major sources of flow field unsteadiness
modeled are the impeller—diffuser interaction, the impeller bla . : .
wake, and the boundary layer development. The influence of Ieg%r';usgg I{g ?&gﬁ: \,/T:ngzfr;?:mlso stage pump hydraulics that
age from clearance flows and seals was neglected. The computa-
tional results provide the unsteady quantities within the entire

control volume required for a full evaluation of E®). The do- ggs determined to be accurate withir2%. All of the measured

o oo 3

submerged
motor

AR R

return vane ~

o o o e s RS R I 5

=l

main scaling approach is, however, clearly recognized as havi i d it hich dt id -
an unsteady interaction with the diffuser that was synchronizeg: a are ime averaged quantiies, which aré used to provide vall
ation for the steady state numerical results.

The magnitude of the unsteady flow field from such an approa:
with a 10 bladed diffuser will be larger than that expected in
reality with an 8 bladed diffuser. Thus the results presented hdbe Results

should be viewed as a worst case scenario for design to brackegeneral numerical results are first provided as a foundation for
the upper limit on the impeller torque fluctuations. This is then gyther analysis since these results are applied to calculate the
usefull design approach that provides a relatively quick computgsial moment from fluid forces in Eq2). Shown in Fig. 5 is the

tion and an upper limit on the expected unsteady flow field magme averaged total pressure coefficigntAs expected the impel-
nitude even though the frequency of excitation will not matcfyr rajses the total pressure. In the diffuser—return vane a slight
reality. But the frequency of excitation can be easily found with @rop in total pressure is experienced due to dissipation.

standard interference diagram of the blade rows. From the 10 impeller positions corresponding to the 10 time
steps at 7.2° rotation, the tangential velocity at the bep flow rate is
4 Test Stand Measurements shown in Fig. 6 on the mid blade height position across the cir-

The designed impeller and diffuser—return vane combination Icrl]Jmference. These profiles, along with the meridional velocity,

Fig. 3 was manufactured and tested in a 10-stage high-pressure
pump. The test fluid was liquefied natural gas at a temperature of
—165°C. The drive was a submerged cryogenic motor with a
power rating of 1.1 MW. This motor was a two-pole machine
running at 3000 rpm frm a 6 kV voltage source. A solid model
view of the multistage pump is seen in Fig. 4. The differential
pressure of the pump was measured between the inlet and dis-
charge using pressure transducers capable-@8% full-scale
accuracy. The flow rate was measured with an orifice plate ar-
rangement ta-2% full-scale accuracy. The torque on the shaft of
the pump was determined from the measured motor input power
and the measured rotational speed of the pump shaft. In the com-
parison to numerical results compensation for uncalculated hy-
draulic and mechanical lossé<., leakage, bearings, and magtor
have been included. This compensation was based on extensive
industrial testing experience coupled with previous results from
water tests and liquid nitrogen tests where the use of a dynamom-
eter was technically feasible. Using this method the shaft torqueFig. 5 Circumferential averaged total pressure coefficient
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Tangental Velocity on S; at z/B,=0.5 Fluid Moment Contributions at BEP
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Fig. 6 Tangential velocity for 10 time steps at the bep flow Fig. 8 Comparison of moment contribution terms at bep over
along a traversal of control volume outlet surface S, 1/5 rotation

which is not shown, are assumed to be a constant value across.ltng shear stress terms are simplified by the numerical grid ar-

enire mpeleroule surace n he srea averaged Evlerborf 1T, SI°5 G 42 SIS e WneleR 90
hlﬁ control surfac&, andS,; are, respectively,

associated with the area averaging procedure is summarize

Sec. 6.4. glo 1 av
In the final analysis the overall measured performance of the Tr(ﬂ:ME [Rz—(—a) +—
pump is a validation of the global parameters computed in the S Ir\Ry) Ry 96
numerical model. Figure 7 compares the predicted and measured ®
global characteristics of the pressure coefficient and normalized Jdv, v,
efficiency at several operating points. Agreement is reasonable Tua= M O.,—+ -
. X ! L. S 4 ar
with part load calculations showing more deviation from the 1
measurements.

The numerical differentiation was carried out on the control sur-
faces using a central difference technique.

6 Axial Moment From Fluid Forces 6.1 Best Efficiency Point. Figure 8 reveals a graphical
For the geometry depicted by Fig. 1 simplifications to E2). comparison of the above three contributions to the axial moment
are possible. from fluid forces, made dimensionless by the total steady moment

1. The pressure term acting on tBg control surface causes aM; generated by the fluid forces from the domain scaled compu-
force perpendicular to the rotation axis. This force does not coition. The sum of the three fluid contributioNk is also plotted
tribute to the axial moment on the impeller. The pressure ter reveal the relative importance of each term. The straight dashed
acting on theS,; control surface causes a force parallel to thene on the graph indicates the value of moment determined from
z-axis. This also does not contribute to the axial moment. Bothe area averaged Euler equatit®). The experimentally mea-
pressure terms are, therefore, zero. sured steady moment vall easuredS 2% below the time aver-

2. The pump had a vertical orientation meaning the graviyged axial moment from the domain scaled computation. To be
vector was parallel to the axis of rotation. The cross product of theted is that the impeller—diffuser interaction is well documented
gravity vector with the radius vector was perpendicular to th@ have the least influence on the flow field near the best efficiency
z-axis. No moment contribution along tfzeaxis was made. The point[11]. This operating point represents the best case regarding

gravity term is therefore zero. the magnitude of unsteadiness and related machinery vibrations as
The three remaining moment terms result from the action ofrecognized by industry12]. Also of interest is that the unsteady
(1) viscous shear stress on tBg and S, control surfaces, contributions are approximately in phase with each other, rising to
(2) fluid velocity on theS, andsS, control surfaces, their peak as the impeller blade trailing edge was in radial align-
(3) unsteady fluid velocity in the control volumeé. ment with the diffuser blade leading edge.

6.1.1 Viscous Shear Stress Contributiorlhe action of shear
stress can be seen to be a minor contributor to the total fluid

Single Stage Characteristics Comparison generated moment. The small value of viscosity for liquefied natu-
'/1/4 ﬁ " EF_DJ 1]1/710,,, ral gas(approximately 1/4 of watéiis partially responsible for the
1.2 o =1 0.9 small magnitude of_ moment to overcome v_iscous shear_ fo_r;es. In
1] ' 08 the case of more viscous fluids this term will be more significant.
0.8 LPA 0.7 6.1.2 Fluid Velocity Control Surfaces ContributionThe ve-
locity term on the outlet control surfac® is the major contribu-
0.6 tA 06 tor to the steady fluid generated moment. Byénlet contribution
0.4 ‘QA 05 is shown as much less but will depend on the preswirl for a given
application. A comparison between this surface contribution and
0.2 A 04 the Euler equatior{5) shows the values are within 4% of each
0 n . : 0.3 other over the 1/5 rotation. Mathematically these values differ
000 001 002 003 004 005 0.06¢0.07 008 only in the procedure of averaging, being mass or area averaged.
As will be seen this level of agreement will not be the case for
Fig. 7 Comparison of the measured and computed single off-design operation as the flow field gradients and unsteadiness
stage characteristics in LNG become influential.
Journal of Fluids Engineering NOVEMBER 2004, Vol. 126 / 963
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Fluid Moment Contributions at 65% BEP
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Fig. 9 Comparison of moment contribution terms at 120% bep

¢ Fig. 10 Comparison of moment contribution terms at 65% bep
over 1/5 rotation

over 1/5 rotation

fluid velocity contribution on the control surfaces is 25%. This is
6.1.3 Fluid Velocity Control Volume Contribution.The con- due to both contributions rising in amplitude concurrently.
trol volume contribution to the axial moment fluctuates at an am-
plitude of nearly 5% the total fluid moment. This is due primarily ° X
to the impeller—diffuser interaction, without this interaction th@utions to the fluid generated moment at a flow rate of 65% bep.
term would be near zero with only the unsteady boundary lay&h€ €xperimentally derived steady moment valligeasuredS 6%
and impeller wake contributions. It can also be seen that the catfloW the calculated total steady moment. At this flow rate vari-
trol volume contribution is responsible for approximately 75% ofuS flow field instabilities have formed including impeller inlet
the unsteady fluctuation amplitude in the total axial moment. Trahd outlet recirculation that are causing the overprediction of the
contribution of the fluid velocity on the control surfaces in Sedneéasured value.
§.1.2 provides the other 25%. This indicate§ the unsteady velocityg 3.1 Viscous Shear Stress Contributiohe shear stress
in the control volume is primarily responsible for the unsteadyontribution increases in magnitude by nearly 150% over the bep
axial moment. flow rate case. Reasons for this large growth in magnitude are the
6.1.4 Blade Moment. Revealed in Fig. 8 is also the resumngexistence c_Jf both impeller inIe_t and out!et recirculation which rep-
axial moment from the summation of pressure and shear ford&Sent regions of large flow field gradients not encountered near
acting on the surfaces of the blade and walls, hub and shrot§P- However, as depicted in Fig. 10 the shear stress contribution
According to Eq.(1) this must equal the axial moment from fluidStill *émains small enough to be considered negligible.

forces and serves as a consistency check. Within the numerica§ 3.2 Fluid Velocity Control Surfaces ContributionThe ve-
uncertainty of the discrete summation procedure, round off, aggtity term on the control surfac®, is again the major contributor
convergence residuals this can be stated to be true. The discigpe fluid generated steady moment. In comparison to the Euler
ancy over the time interval provided is a maximum of 1.4%.  equation(5) the average of th&, term is 26% higher over the 1/5
6.2 Over Load: 125% Bep. Fig. 9 represents the same mo-otation. I_Dlscrepanues are larger than the bep case as Iarg(_a flow
ment contribution terms at 125% bep flow rate operation. THi¢!d gradients and secondary flow have formed which require a
experimentally derived steady moment vaMg,q.c..cdS 4% be- Mass, not area, averaging procedure.
low the calculated total steady moment. While no significant flow 6 3.3 Fluid Velocity Control Volume ContributionThe un-
field instabilities were found to occur in the impeller or diffusersteady moment amplitude from the control volume contributes up
the impeller—diffuser angular momentum exchange and flo 139 of the total fluid moment, which is significantly more than
angles are mismatched resulting in local regions of larger floje hep case. The contribution to the unsteady total moment am-
field gradients than at bep. plitude is however not changed over the bep case, remaining at
6.2.1 Viscous Shear Stress Contributiomhe sum of the Nne€ar 75% while the fluid velocity contribution on the control sur-

shear stress contributions increases in magnitude by 25% over @€ IS near 25%. This is again due to both contributions rising in

bep flow rate case. The reason for this growth is increased s@giPlitude concurrently.

ondary flow due to off-design behavior. As depicted in Fig. 9 the 64 Summary. Table 1 compares the three unsteady blade

viscous contribution, however, remains small enough to be Cofpment contributions at the three analyzed operating points.

sidered negligible. These are compared as the percentage of the total fluid generated
6.2.2 Fluid Velocity Control Surfaces ContributionThe ve- Moment. The off-design operating points show a greater unsteadi-

locity term on the control surfac®, is again the major contributor N€SS: The unsteady motion in the control volume term is seen as

to the steady fluid generated moment. A comparison to the Euler

equation(5) is also shown. The terms are within 7% of each other

over the 1/5 rotation. Discrepancies are now slightly larger thample 1 Comparison of unsteady axial moment from fluid

the bep case as none uniform flow fields have formed which neggces as a percentage of the steady value

to be evaluated with a mass averaged procedure.

6.3 Part Load: 65% Bep. Shown in Fig. 10 are the contri-

) . o Operating Control Control
6.2.3 Fluid Velocity Control Volume ContributionThe am- Point Viscous Surface Volume

. . o .
plitude of th_e unsteady veolocny fluctuatlon_ inside the con_trol vot bep <1% 1% 5%
umeV contributes up to 8% of the total fluid moment, which is a 15504 hep <1% 20 8%
slight increase over the bep case. The percentage contribution to 65% bep <1% 3% 13%

the unsteady total moment amplitude remains near 75% while the
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Table 2 Comparison of contributions to the steady blade mo- Nomenclature
ment. Discrepancy between area averaged Euler equation and o ]
steady blade moment is also compared. bep = best efficiency point

- = unit vector in the subscript direction
Operating ) Control Control = gravitational acceleration
Point Viscous Surface Volume Euler = moment
bep <1% 99% <1% 104% = mass flow rate
125% bep <1% 99% <1% 107% = unit vector normal to control surface
65% bep <1% 99% <1% 74% = pressure
= radius

control surface

unit vector parallel to surface in shear direction
control volume

absolute velocity

blade number

= pressure coefﬁcientA(P/O.SpUﬁnp_Ou

flow coefficient Q/Aimp-oul imp-oud

hydraulic efficiency

the largest contributor to unsteady impeller moment although the
relative contribution sizes remain fairly equal at near
0%:25%:75%.

Table 2 compares the steady values of the three moment con-
tributions. Since the volume contribution was based on the deriva-
tive of velocity with respect to time a 0% contribution is expected.
Also shown for comparison is the evaluation of the area averaged

|tqb\~§$~$NQ<,——m—1'033§@m
Il

Euler equatior(5) determined from control surface averaged val- i gﬁgzlrtﬁtress

ues. As expected near bep agreement is reasonable while further =~ _ viscosity

removed from bep the area averaging method of (Bgfalters. — time averaged quantity
7 Conclusions Subscripts

This article provides insight into the physical mechanisms in d = diffuser

the fluid that are responsible for the moment on an impeller blade ! impeller

during the impeller—diffuser interaction. The largest contribution s = surface

to the steady blade moment stems from the velocity contribution WS = wall shroud

on the control surfacs, at the impeller outlet. The largest con- Wh = wall hub

tribution to the unsteady blade moment originates from the un- Z = d|r(_ect|o_n _

steady velocity in the entire impeller volunve This may already zf = zdirection, fluid generated

seem an intuitive pre-determined conclusion; in this article it has ZE = zdirection, blade generated
2
6

been quantified. = inlet control surface

The amplitude of the unsteady impeller moment is about 5% = outlet control surface
the steady value at the bep flow rate and rises in amplitude for ¢ = circumferential direction
off-design conditions to 13% the steady value at 65% bep flow
rate. Here the unsteady velocity in the control volume contributes
75% of the moment fluctuation magnitude; the outlet control sur-
face provides the other 25%. For the design of high power COfreferences
centration turbomachinery these quantities are not negligible ang
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Transonic and Low Supersonic
Flow Losses of Two Steam
Turbine Blades at Large
Incidences

A linear cascade experiment was conducted to investigate transonic and low supersonic
flow losses of two nozzle blades for the steam turbines. In the experiment, flow incidences
T.-L. Chu were changed from-34° to 35° and exit Mach numbers were varied from 0.60 to 1.15.
Tests were conducted at Reynolds numbers betweeril®and 1.6x10°. Flow visual-
ization techniques, such as shadowgraph, Schlieren, and surface color oil were used to
Y.-S. Yoo document the flows. Measurements were made by using downstream traverses with Pitot
probe, upstream total pressure probe, and sidewall static pressure taps. The losses were
found to be rather constant at subsonic flows. At transonic and low supersonic flows, the
W. F. Ng losses increased steeply. The maximum relative increase of the losses was near 700%
Endowed Professor when the Mach numbers increased from 0.6 to 1.15. However, the maximum relative
increase of the losses was only about 100% due to very large variation of incidences. It is
Department of Mechanical Engineering, Virginia important to note that the effect of Mach numbers on losses was much greater than that
Polytechnic Institute and State University, due to the very Iarge |n0|denqes for thg transonic and.low supersonic flows. A frequently
Blacksburg, VA 24060 used loss correlation in the literature is found not suitable to predict the losses of the
tested blades for the transonic and low supersonic flows. From the current experimental
data and some data in the literature, a new correlation for the shock related losses is
proposed for transonic and low supersonic flows of turbine cascades. Comparison is
made among the existing correlation and the new correlation, as well as the data of the
current two cascades and other three turbine cascades in the literature. Improved agree-
ment with the experimental data of the five cascades is obtained by using the new corre-
lation as compared with the prediction by using the frequently used loss correlation in the
literature. [DOI: 10.1115/1.1839927

S.-M. Li

Research Associate
Graduate Student Research Assistant

Research Associate

Keywords: Transonic and Low Supersonic Flow, Large Flow Incidence, Shock Loss,
Linear Cascade, Steam Turbine

Introduction improved in the past, such as Ainley and Mathiegsl Craig and
. e . x[6], Martelli and Boretti[7], and Cher{8]. The most widely
Steam turbines frequently operate at off-design conditions, sug.ﬁed empirical loss system for axial flow turbines is that due to

as idling, variable speed, and varying loading. At off-design Co'iiinley and Mathiesof5] published in 1951. This loss system was

ditions, flow entering each stage of a turbine can be far off frorsnubsequently updated to reflect the improved understanding of

the design incidences. A transonic and low supersonic flo .
, . . . me aspects of the flows. The most notable and widely accepted
coupled with a large incidence, possibly leading to a large flol_m rovement was made by Dunham and Cai@gin 1970. In

separation on the turbine blade, poses a real challenge for turb. - . - )
designers. Aerodynamic loss data and their correlations basedi 1, Kacker and OkapuaJ] further refined Ainley—Mathieson/

turbine cascade experiments are essential for the aerodynamic Lérjham—Came correlatiof6, 9] to account fo_r the effects O.f
shock waves and channel acceleration of turbine blades at higher

sign and analysis, especially to account for a complete operati o ~
range at the initial stage of a whole turbine design process. In ch nun(;t;ers.hln a(cjidltlon, Kackerb_Okzpu_u correlaﬁ?ﬂ also h
addition, transonic and low supersonic flows of turbine casca ceounted for the advances In turbine design over the past three

with large incidences are also a challenge for CFD analysis. T cades since Ainley and Mathieshi (1951. Until recently,

aerodynamic loss data of transonic and low supersonic flows Wit cker and Okapuu correlatigi0)] is still frequently used in the

X X L rature.
lar:gg Cfi)odv;Sseparanons are also important for the validations 0 In summary, new data are needed in the area of transonic and

1%1 supersonic flows of turbine blades at very large incidences,

Over the years, many experimental studies have been carr L o T .
y Y exp z periodic revisions are necessary for empirical loss correlations

out to investigate the effects of flow incidences on the perfo o reflect the recent trends in turbine design. This research is to

gjacgcgso;;ﬂirrk:ime? ;[?Ls]cziensﬁe?nedt glcEg? gsgll)t;se r:aatwaﬁ[g?eﬂ o?fta' ddress the limitation of the data for transonic and low supersonic
! ' y flows of turbine blades at very large incidences. From the current

son and Dominy4]. However, the aerodynamic loss data for tran- . ;

. y4] S y L experimental data, an effort is also made on the shock related loss
sonic and low supersonic flows at very large incidences are V&&rrelation for transonic and low supersonic flows of turbine
limited for turbine cascades in the literature. %scades P

Many loss correlations for turbine blades have been derived af A linear turbine cascade experiment was carried out in the tran-

_ _ o o sonic wind tunnel at Virginia Polytechnic Institute and State Uni-
Contributed by the Fluids Engineering Division for publication in ticeJBNAL

OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering DivisionVerSIty (VPI&SU)' Two nozzle blade pl’OfI|€S used for hlgh_

June 20, 2003; revised manuscript received June 9, 2004. Associate Editor: WilligfESSUre steam turbinels were tested at the very large incidences
W. Copenhaver. (from —35° to +34°). Exit Mach numbers were varied from 0.6 to
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Table 1 Blade specification

Parameteiype Blade A Blade B
Chord (mm) 66 51
Pitch (mm) 31 38
Inlet Blade Angle,; 85° 76.4°
Exit Flow Angle, a5 12° 12°
Solidity (c/s) 2.15 1.34
Gauging 0/s) 0.2 0.2

Two turbine blade profiles were tested in the current cascade
experiment. The two blade profiles are proprietary and are not
allowed to be published. The geometry parameters of the two
cascades are listed in Table 1. Figure 2 illustrates the definition of
the geometry parameters used in this paper. The pictures of the
blades are shown in Figs. 3-5 for Blade A and shown in Fig. 1 for
Blade B. The two blade profiles, Blades A and B were used for
impulse-type nozzles of high-pressure steam turbines. Blade A
was purposely designed for structural strength necessary for high

1.15. Flow visualization techniques, such as shadowgraghessure drops, and Blade B was designed for maximum effi-
Schlieren, and surface color oil were applied to aid in interpretirfdency of moderate- to low-pressure drop. The two cascades had
the data. Measurements such as total pressure and wall static g?e%same gaugin.2) and exit metal angle€12°). However, the
sure were made to obtain total pressure loss coefficients. The féade chords, solidities, pitches, and inlet metal angles of the two
quently used loss correlation by Kacker and Okapl0] was Ccascades were different, as listed in Table 1.

compared with the current experimental data. The comparison
shows that the loss model by Kacker and Okapl@] severely
underestimates the losses of the transonic and low supers

flows. From the present experimental data and some data in fthwise traverse of a Pitot probe was applied at an axial location

literature, a new shock related loss correlation is proposed 18 5504 of the blade chord downstream from the blade trailing
transonic and low supersonic flows of turbine cascades. The co ges. The traversing probe was aligned in the approximated

parison of the new loss correlation is made with the experimen%

Fig. 1 Cascade test-section

Measurement Techniques. The measurements of upstream
total pressure were completed using a Pitot probe positioned at
mm upstream of the test-section in the wind tunnel. The

data of th ;. d d th ther turbi ean flow directions and the traverse of the probe was made to
data of the current two cascades and three other turbine casc r at least two middle blade passages of the cascades. The
in the literature. The comparison of the current experimental d

. . . versing speed of six seconds per pitch was found to be suitable
with those of the three cascades in the literature serves as a fur gsp perp

r .
validation for the present experiment. In addition, the comparisq F'both the frequency response of the probe and the period of

. . fhe of the blow-down ration of the wind tunnel at the con-
of the new correlation with the data of the current two Cascad@?aﬁt%pst?eana flov(\)/ conodqgons d € €co

and the three turbine cascades in the literature also serves as Phe measurements of downstream wall static pressures were

validation of the new correlation. made with static pressure taps on the sidewalls of the cascades.
The size of the pressure taps was 1.6 mm in diameter and they
were uniformly spaced in the pitchwise direction of the cascades.

Six of the pressure taps were installed for each blade passage. The

Wind Tunnel and Cascades. The transonic wind tunnel at axial locations of the pressure taps were aligned on the same axial
VPI&SU is a blow-down type. A four-stage reciprocating comlocation of the head of the traversing probe. In addition, four static
pressor is used to pressurize air into two storage tanks. Upfgssure taps were located upstream of the cascades to obtain the
discharge from the storage tanks, the air passes through Wastream static pressure and to verify the uniformity of the inlet
activated-alumina dryer where the air is de-humidified. Upon eflows to the cascades.
tering the test-section of the wind tunnel, the flow is straightened
via a flow straightening component and then is made homoge-
neous by a mesh-wired component. When the tunnel is started to
run, a butterfly valve is adjusted to maintain a constant mass flow
and constant total pressure with a control computer. Typically the
valve is able to maintain a constant mass flow rate and constant
total pressure for up to 15 s.

A picture of the test-section is shown in Fig. 1. The test-section
has an inlet cross-section with the dimensions of 152 by 234 mm.
A cascade with a blade span of 152 mm is mounted on two cir-
cular Plexiglasses with a diameter of 457 mm and then is as-
sembled into the test-section. The cascade can be rotated to
achieve various flow incidences from45° to +50°. The flow
control techniques for cascade flow periodicity, such as adjustable
endwall contours, tailboards, and endwall boundary layer suction,
etc., were not used in this experiment. As compared with usual
cascade facilities, more blade numbers were used for the cascades
in the current experiment to obtain good flow periodicity. A total
of 11 to 12 blades were installed for each cascade in this experi-
ment. Flow visualization and traversing data of the cascade wakes
showed that an acceptable flow periodicity was obtained in this
experiment. Fig. 2 Nomenclature of blade geometry

Experimental Techniques
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Mach 0.96 Mach 1.02
Mach 0.99 Mach 1.05

Mach 1.12

Fig. 3 Shadowgraphs at design incidence of 5° (Mach 0.96,
Mach 1.02, and Mach 1.12) Mach 1.10

Fig. 4 Shadowgraphs at 35° incidence  (Mach 0.99, Mach 1.05,
and Mach 1.10)

A relative humidity sensor was positioned upstream of the cas-
cades together with a thermocouple to record the total tempera-
ture. The effects of relative humidity on flow loss measurements ) N
had been studied with the transonic wind tunnel at VPI&SU bdlade exit flow conditions. The Reynolds numbers and the Mach
fore the current experiment and had been found to be negligidlgmbers were not independently controlled in the experiment, but
when the relative humidity was below 10%. Accordingly, the relavere coupled due to the change of the operating conditions of the
tive humidity for the current experiment was controlled to be legiind tunnel. The inlet turbulence intensities to the cascades were
than 10%. found to be less than 1% in the current experiment.

The data acquisition was performed by two commercial acqui-
sition systems, LeCroy and PSI. Three flow visualization tech-
niques: Shadowgraph, Schlieren, and color surface oil flow, were
applied to document the flows. For brevity, only some
shadowgraph—Schlieren results will be presented in this paper.
The complete flow visualization results can be found in CHLJ.

Total pressure loss coefficients were calculated using the mea-
sured data at the inlet and exit of the cascades. The total pressure
and wall static pressure at each point of the downstream station
were used in determining the local total pressure loss coefficient
and the exit Mach number. The local total density was obtained by
using the ideal gas state equation. The local static density and flow
velocity were then calculated according to the local Mach number.
A correction was applied to correct the local data when the probe
traverse experienced a supersonic condition. This correction was
made according to the well-known Rayleigh formula for super-
sonic Pitot probe to obtain the real exit Mach numbers and total
pressures. A mass-weighted average was made along the two
middle blade passages of the cascades to obtain the mean values
of total pressure loss coefficients and exit Mach numbers.

The current experiment was performed for the Reynolds num-
bers from 7.4 10° to 1.6 1(° based on the blade chords and the Fig. 5 Schlieren at —25° incidence (Mach 1.12)
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Fig. 6 A sample of the probe traverse data: Total pressure ra-

tio of exit over inlet Fig. 7 Pressure loss coefficients with exit Mach numbers and
incidences, Blade A (i=—25, 5, and 35°)

The major quantities were estimated to have the following un-
certainties due to the errors of the instruments and the measure-
ments: total and static pressuresl%; incidence ang|es0:l°; over the inlet. The periodicity of the traversing data along the
mass-averaged total-pressure loss coefficien6; Mach num- cascade pitches supports the observation with the flow visualiza-
bers: =1%. Another major source of the uncertainty of the datdons. It should be mentioned that the periodicity of some travers-
was due to the flow aperiodicity of the cascades. The uncertaiffyg data was not as good as shown in Fig. 6. The uncertainty due
due to the flow aperiodicity was estimated by the relative diffef0 the aperiodicity of the flows is included in the total uncertainty
ence between the two averaged values of a quantity on eachobthe data, as was mentioned earlier in this paper. The total error-
the two middle blade passages. The total uncertainty of the fidi@rs of the data will be presented at each data point in the follow-
quantity was obtained by summing the errors due to the instrilg figures of this paper.
ments and the measurements, as well as the error due to the flolvigure 7 displays the variation of total pressure loss coefficients

aperiodicity. versus exit Mach numbers for three incidences, the extremely
negative incidence of-25°, the design incidence of 5°, and the
Results extremely positive incidence of 35°. Despite the extremities of the

incidences, the distributions of loss coefficients versus Mach num-
Blade A. Shadowgraphs at the design incidence of 5° afgers are similar for all the incidences tested. The profiles of the
shown in Fig. 3 for the three exit Mach numbers, 0.96, 1.02, atalss coefficients can be clearly distinguished into three regions:
1.12. Good flow periodicity was recorded by the shadowgraplsibsonic, transonic, and supersonic.
for all three Mach numbers. At the Mach number of 0.96, a dis- In the subsonic region at the exit Mach numbers below 0.90,
tinctive normal shock appeared at the trailing edge on the suctithre flow was dominated by viscous losses. The loss coefficients
surface of each blade. This shock interacted with the wake of itere relatively insensitive to the Mach numbers. The lowest
adjacent blade. At the Mach number of 1.02, an additional brantdss happened at the design incidence and the highest loss oc-
of shock appeared at the trailing edge on the pressure side andred at the extremely positive inciden@5°). The loss level at
impinged on the suction surface of the adjacent blade. When tine design incidence was around 50% of that at the extremely
Mach number was beyond 0.96, it was expected that the shqmbsitive incidence.
increased to the maximum strength and then tended to diminish tdn the transonic and supersonic regions for the exit Mach num-
an oblique shock. However, due to the small difference of theers beyond 0.90, the presence of the strong shock waves caused
Mach numbers between 1.02 and 1.12, no large difference of tthe losses to increase in a steep gradient. The maximum loss in-
shock patterns is distinguished from the shadowgraphs. crease was about 700% when the Mach number increased from
Shadowgraphs at the extremely positive incidence of 35° abeb to 1.15(from a loss coefficient of about 0.01 at the subsonic
shown in Fig. 4 for the three exit Mach numbers, 0.99, 1.05, arildw to about 0.08 at the transonic and low supersonic flo®@s
1.10. For all three Mach numbers, a flow separation at the leaditige other hand, the maximum loss increase due to the very large
edge was recorded on the suction surface of each blade. At thiation of the incidences was only about 100% and occurred at
extreme positive incidence, the shock pattern is similar to that thie subsonic flow(from a loss coefficient of about 0.01 at 5°
the design incidence. However, the location of the shock at tircidence to about 0.02 at 35° incideick is important to note
extreme positive incidence occurred earlier on the suction surfabat the effect of the Mach numbers on the losses was dominant
and the strength of the shock appeared weaker when the Mdohthe transonic and low supersonic flows, while the effect of the
numbers were below 1.05. The additional branch of the shock wery large incidence variation was secondary.
the pressure side of the trailing edge started to generate at thét the design incidence of 5°, as shown in Fig. 7, the steep
higher Mach number, 1.10. increase of the losses occurred at the exit Mach numbers between
A Schlieren picture at the extremely negative incidee@5°) 0.87 and 1.02, and then the losses peaked weakly at the Mach
is presented in Fig. 5 for the exit Mach number of 1.12. Oneumber of 1.02. An explanation for this behavior can be made
feature of the flow was the flow separation on the pressure sideaatording to the shadowgraphs shown in Fig. 3. At the Mach
the leading edge. It is expected that the separated flow wouldmber of 0.96, the flow separated at the trailing edge due to
reattach at some point on the pressure surface because of a stgirang interaction between the distinctive normal shock and the
flow acceleration occurring towards the trailing edge. Howevebjade boundary layers. The interaction between the shock of a
the reattachment point is not clearly observable from the pictuddade and the flow wake of the adjacent blade made the wake
In addition, an additional branch of the shock on the pressure siaxing stronger. Both the separated flow and the stronger wake
of the trailing edge was not observed at the tested Mach numbersxing were responsible for the steep increase of the losses. When
Figure 6 is a sample of the traversing data with the downstreghre Mach number went higher, an additional branch of the shock
probe presented in the form of a total pressure ratio of the esitarted to appear on the pressure side of each blade and to interact
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design incidence and the remaining two symbols for the two ex-
——]=-34 treme incidences. In the subsonic region, the loss level of the
—O—I=-4 - design incidence was the lowest among the three incidences and
A— =26 approximately 50% of the loss level at the extremely positive
incidence. In the transonic and supersonic regions, the loss curve
0.06 of the design incidence peaked weakly at a Mach number between
1.0 and 1.2.

In the subsonic region, as shown in Fig. 8, the loss level at the
negative incidence behaved closely to that at the design incidence.
0.02 In the transonic region, the loss level of the negative incidence

’ became the lowest among the three incidences. At the Mach num-
ber of 1.07, the loss of the negative incidence started to exceed
, . w T \ that of the design incidence. Due to the limitation of the facility,
0.7 0.8 0.9 1 i1 12 ho data were obtained at higher Mach numbers.
Exit Mach Number The extremely positive incidence was found to have the maxi-
mum loss level among all three incidences, as shown in Fig. 8. In
Fig. 8 Pressure loss coefficients with exit Mach numbers and the subsonic region, the loss level of the positive incidence was
incidences, Blade B (/=—34, —4, and 26°) almost twice of that at the design incidence. In the transonic and
low supersonic regions, the loss level of the positive incidence
was close to that of the design incidence.
with the boundary layer on the suction surface of the adjacentFor all three incidences, as shown in Fig. 8, the losses in the
blade. The flow interaction due to the additional branch of thgubsonic region were relatively insensitive to the Mach numbers.
shock resulted in a continuing increase of the losses. When ther the transonic and low supersonic flows, the presence of the
Mach number was getting higher, the strength of the shocks wafsock waves and their interactions with the blade boundary
expected to continue to increase to its maximum and then to thyers—wakes caused the losses to increase in a steep gradient.
minish to an oblique shock. Subsequently, the loss coefficient Bte maximum increase of the losses was about 600% when the
the Mach number of 1.12 was 0.081, a little lower than that at thdach numbers increased from 0.6 to 1ffom a loss coefficient
Mach number of 1.02. of 0.012 atM =0.67 to a loss coefficient of 0.071 M=1.10).

Regarding the effect of the incidence angle variation, as wakder subsonic conditions, however, the loss level differed only
shown in Fig. 7, the loss pattern for the transonic and low supdry 100% due to the very large incidence variation. At the tran-
sonic flows was reversed as compared with that for the subsoea@mic and supersonic flows, the effect of the large variation of
flows. For the transonic and low supersonic flows, the loss curviegidence angles on the losses was much smaller than that at the
of the two extreme incidencds-25° and 35 drop below that of subsonic flows. The same conclusion for Blade B can be drawn as
the design incidence, with 5° incidence having the highest losesmpared with the case for Blade A in that for the transonic and
level while 35° incidence having the lowest loss level. As has al$ow supersonic flows the effect of Mach numbers on the flow
been noted earlier in this session of this paper, at the extretneses was dominant and the effect of the large incidence variation
incidences, the shock was weaker and the generation of the addis secondary.

tional branch of the shock was delayed to higher Mach numbers.Further Comparison of Blades A and B. The pictures of the

For transonic and low supersonic flows, shock and its interaction blad h in Fios. 3-5 for Blade A and in Fia. 1 f
with blade boundary layers—wakes were the dominant source ades are shown In Figs. 5—o 1or blade A and In Fig. L for
de B. The two blade profiles appear quite different, with Blade

the flow losses. At the extreme incidences, both the weaker sh . . -
and the later generated additional branch of the shock were fehaving @ larger curvature on the suction surface approaching the
iling edge, while Blade B having a straight-backed profile to-

sponsible for the lower loss levels. For the subsonic flows, on tH& - . .
P X rd the trailing edge. The throat—pitch ratios of the two cas-

contrary, the flow separation at the blade leading edge was e h identical - h imilar f
major contribution to the losses. Even though no shadowgrap es, however, are identical, suggesting that some simifar flow

were taken for the subsonic flows, it is reasonable to assume tggfelerating conditions existed in the two cascades. In addition,
the subsonic flow separation occurred at the blade leading edfjg cascade solidity of Blade A is significantly larger than that of

for both the extremely positive and negative incidences, similar age BA Foél gjr;her %omparison, thﬁ experimﬁn.tallc;jata of bé)th
the leading edge flow separations shown earlier in this session f3RUES A an ave been put together at each incidence and are

; ; ; ; in Figs. 9-11.
the transonic and supersonic floWsgs. 4 and b At the design shown in ) .
incidence, no separation or relatively small separation is expected 19Ure 9 shows the flow losses of both blade profiles at their
go

@
=

0.08

=]
b4
Hy

Pressure Loss Coefficient |,

<
o
(=3

at the blade leading edge. Consequently, the subsonic loss | §ign incidences. When the exit Mach numbers were below 0.9,

R des A and B appeared to have almost the same loss level.
was always the lowest at the design incidence and always .
highest atyone of the extreme incidegnces. 4 wever, when the Mach numbers exceeded unity, Blade A had

higher losses. The larger the cascade solidity is, the narrower the
Blade B. For brevity, the flow pictures of shadowgraph-blade passage is, and the stronger the shock interactions are with
Schlieren for Blade B will not be presented in this paper. Futhe blade boundary layer—wake for the transonic and low super-
documentation of the pictures can be found in Chlj. The blade sonic flows. Therefore, Blade A generated higher loss than Blade
profile of Blade B is displayed in Fig. 1. The pressure loss coeB in the transonic and supersonic regions.
ficients as a function of the exit Mach numbers are shown in Fig. Figure 10 shows the losses of both blade profiles at the ex-
8 for three incidences. The three incidences included the exemely negative incidences. When the exit Mach number was
tremely negative incidence 6f34°, the design incidence ef4°, below 0.85, the loss levels for the two blade profiles were close to
and the extremely positive incidence of 26°. When compared widach other. When the Mach numbers were beyond 0.85, the loss
the loss pattern of Blade A shown in Fig. 7, it is noticed that botlevel of Blade A started to exceed that of Blade B. Thus, similar to
Blades A and B behave similar for the flow losses in most aspectise situation at the design incidences, Blade B could operate more
The profile of the loss coefficients for Blade B can be also distirfficiently than Blade A at the extremely negative incidences. The
guished in three regions: The subsonic region at the exit Matdrger cascade solidity of Blade A was also responsible for the
numbers below 0.90, the transonic and supersonic regions at kfigher losses in the transonic and low supersonic regions.
Mach number beyond 0.90. Figure 11 shows the losses of both blade profiles at the ex-
The hollow circles in Fig. 8 represent the loss profile for theeemely positive incidences. In the subsonic region, the loss levels
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layed generation of the additional shock branch than Blade B. The
—8—Blade B weaker shock and the later generated additional shock branch
7 ] were responsible for the lower loss level of Blade A in the tran-
sonic and supersonic regions. Due to the larger solidity of Blade
A, its loss had the tendency to exceed that of Blade B at higher
Mach number, as shown in Fig. 11.

The above comparison in this subsection together with those in
the two earlier subsections has revealed some common points for
both blade profiles. As was shown in Figs. 7 and 8, the subsonic
losses were always the lowest at the design incidences and always
0.02 the highest at the extremely positive incidences. In particular, the
subsonic loss level was relatively constant with respect to the
. r T T r r variation of the transonic and low supersonic flow losses. When
0.5 0.6 07 0.8 09 1 L1 12 the Mach numbers increased from 0.9 to 1.15, the losses increased

Exit Mach Number steeply. The maximum increase in the losses was about 700%
when the Mach numbers increased from 0.6 to 1.15. On the con-
Fig. 9 Comparison of test data at design incidences ~ (Blades A  trary, the losses due to the very large variation of the incidences
and B) only differed by 100%, much smaller as compared with the steep
increase due to the Mach number variation from the subsonic to
the transonic and low supersonic conditions. Therefore, for both

for the two blade profiles were close to each other. When ti¢@ses the effect of the Mach numbers was much more predomi-
Mach numbers went higher into the transonic and supersonic f&nt than that of the very large incidence variation. _
gions, the loss level of Blade A was obviously lower than that of In the literature, some loss correlations for off-design condi-
Blade B. These observations are somewhat consistent with #fs of turbine blades are obtained based on the low speed ex-
unpublished data in another experiméhtindock, [12]). At the Periments, in whlch the losses at the off-des_lgn .|nc.|dences aIway§
extreme positive incidence, as presented earlier in this paper, #RPear much higher than those at the design incidences. This is
shock was Weaker as Compared Wlth the design incidence at {H@ for SubSOI‘lIC_ﬂC_)WS. ACCOI’dIng to the CU'rrently eXpel’Imen’[al_
same Mach number and the additional branch of the shock starf&ia, however, this is not true at the transonic and low supersonic
to generate later to higher Mach number. In addition, Blade A w&§Wws. Under the transonic and low supersonic conditions, the ef-
tested with 9° higher than Blade B for the extremely positivéect of the Mach numbers was predominant and the effect of the

incidences. Therefore, Blade A had weaker shock and more ¢&Y large incidence variation was secondary. For this reason, the
large incidences did not necessarily generate higher losses than

the design incidences at the transonic and low supersonic condi-
tions. Therefore, the off-design loss correlations for turbine blades

e
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g 01 derived from the low speed experiments are questionable when
- —&— Blade B,i=-34 applied for transonic and low supersonic flows even at very large
5 0.08 ) incidences.
'S —8— Blade A,i=-25
% 0.06 Loss Correlation
Q
2 Kacker—Okapuu Correlation. Two-dimensional losses of
g 0.04 transonic turbine cascades are mainly associated with blade
'j: boundary layers, boundary layer separation, shock waves, flow
50.02 mixing in the wakes, interaction between shocks and boundary
] layers, and interaction between shocks and w4ké§ For con-
E 0 venient discussion in this paper, the two-dimensional losses are
' ' j ' ' classified ag1) nonshock related losses, including those due to
0.6 0.7 0.8 0.9 1 1.1 1.2 blade boundary layers, boundary layer separation, and flow mix-
Exit Mach Number ing in the wakes, but excluding any effects caused by shock-
) ) o boundary-layer interaction and shock-wake interacti@p;shock
g?ﬁc;g ( ég?ePZfISIP:_OéstZitd dBéll;% eafa eﬁeﬂ‘;)ﬂega‘we Inci- related losses, including those generated by shocks themselves,
' ' boundary layer separation due to shock-boundary-layer interac-
g 0.1 tion, and wake mixing due to shock-wake intera(_:tion. _
- B— Blade B.i=26 The frequentlly used Kacker—Okapuu correlation for transonic
2 o.08 - ? - ik turbine losses is presented as folloM$]:
g ’ —B— Blade A,i=35 2
&E Yp,ko=0-914(Re)Yshock[_Yp,amchp'i'Yhubshoci}+YTET (1)
@ 0.06 3
Q
2 004 Yshoo= 1+60(M,—1)2 )
3 K,=1 {Mlzlz M,—0.2) 3
o =1l— | . —VU.
5 0.02 P M) 12Mz ®)
8 Yp.amde in EQ. (1) is the Ainley—Mathieson/Dunham—Came loss
a9 T T T T T correlation. The multiplier 2/3 is a correction factor to account for
0.6 0.7 0.8 0.9 1 11 12 the Iate_r improvement ?n blade designs over the last _three decades
Exit Mach Number since Ainley and Mathiesofl95]) [5]. K, is a correction factor
for the loss increase due to the channel acceleration of a turbine
Fig. 11 Comparison of test data at extreme positive inci- cascadey upsnockiS @ combined effects of blade shock on inner
dences (Blade A, i=35 and Blade B, i=26) end wall flow and the blade channel flow of a cascade when the
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related losses, that is, due to E@). As originally noted by
Kacker and Okapuu in Ref10], Eq. (2) in their correlation is
only an assumption made due to the lack of valid experimental
data for transonic and supersonic conditions. Thus, (Bg.the

0.8 09 1 1.1 1.2 correlation for shock related loss, should be modified.

g 0.10 this paper. When the Mach numbers were beyond 0.90, however,
. —A—Modified Shock Model as displayed earlier in this paper, the cascades entered the tran-

= 0.08 _gﬁiﬂ__ sonic and supersonic regions and the shocks were generated in the
) @® Test Data S A

‘5 / blade passages. Consequently, the shocks and their interaction

€ 06 |l B - K-OShock Model with the blade boundary-layers/wakes produced steep increase in

S / the losses. Therefore, the severe underestimation of the losses by
2 0.04 ° Kacker—Okapuu correlation at the transonic and supersonic flows

S =) is due to the inability of the correlation accounting for the shock
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Exit Mach Number New Correlation for Shock Wave Related Losses. Equation
(2), the correlation of shock related losses, includes two pieces of
information: (a) The onset Mach number at which the shock re-
lated loss starts at transonic and supersonic fldjsthe profile
of the shock related loss variation versus Mach number. The com-
) . . parison made earlier in this paper between the current experiment
inlet Mach number is larger than 0.4. For all tested conditions gf,q the correlation suggests that the onset of the shock related
the present experiment, the inlet Mach numbers are less than ydses in Kacker—Okapuu correlation should be corrected to lower
and thusY hupsnocik= 0. Yret is the trailing edge loss due to tailing mach number, instead of the Mach number 1.0. This is reasonable
edge thickness but without shock effects included. For the tgcause the nominal exit Mach number of a cascade represents a
currently tested blade¥rey is found to be less than 0.2% of themean value of the exit Mach numbers of the cascade. When the
overall lossesf rq is a correction factor for Reynolds Number'spominal exit Mach number approaches 1.0, a local Mach number
effects and has the value of unity when Reynolds number is b the cascade flow could be far beyond 1.0, representing the
tween 2<10° and 16. Equation(2) is the loss correlation for possibility of the generation of shocks and the interactions be-
shock wave effects when the exit Mach number exceeds unifyeen the shocks and the blade boundary layers—wakes. This is
When the Mach number is less than uMtp.q=1. Actually, EQ.  why the experiment in this paper displays the steep increase in
(2) is the only factor to account for the shock related losses. |osses in the transonic and low supersonic regions and the shock
When Kacker—Okapuu correlation is applied to predict the totghlated losses started at a much lower Mach number than 1.0.
pressure loss coefficients in this paper, the fO”OWing relation is One may consider that ECQ), the correlation for shock related
used to transfer the data from one definition to another for thesses could work well if the onset Mach number of the shock

Fig. 12 Comparison of test data with correlations for blade A
at design incidence (5°)

total pressure loss coefficients: related losses was changed to some lower Mach number. For this
k—1 k/k—1 consideration, some modification has been made for the onset
Y| 1- ( 1+ — Mg) } Mach number to a lower Mach number in the following way
w= = 4) M 2
k—1 k/k—1 ( _ 2 _
1+Y 1—(1+TM§) Yonoo= 1460 -~ —1 ®)

Figures 12 and 13 present the comparison between the currentl hef"\"m .Of Eq.(5) is set to some lower Mach numbers apq
experimental data and the prediction by using Kacker—Okapqd- (2 is applied for the loss prediction of the two cascades, it is
correlation of Eq.(1). For both the blade profiles, as shown ir{eallzed_ that Eq(5) still very much underestimates the steep n-
Figs. 12 and 13, Kacker—Okapuu correlation is able to estimat£ase in the shock related losses. Therefore, a new correlation
the losses satisfactorily at the exit Mach numbers below 0.d@Presenting the shock related losses is ”e‘?ded and will be pro-
When the Mach numbers are beyond 0.90, Kacker—Okapuu ¢ ysed in this paper to replace E@®). and(5) while the rest of Eg.

relation severely underestimates the losses, by as much as 300% Ir?ekﬁg\t/vtzgr?;r:t?dn includes three aspeéasThe onset Mach
These results show that Kacker—Okapuu correlation works ver P ;

well when shock waves are not present. Thus, Kacker—Okapﬂ mber of the shock related losséb) the profile of the shock

A h - ated losses having a maximum when Mach number changes;
correlation will be kept unchanged for subsonic flows throughot?g) the offset Mach number of the shock related losses at which

Mach number no shock related losses are generated.
The onset Mach number is considered to be related to the criti-

g 0.10 cal exit Mach number of a cascade at which a local Mach number
. —A— Modified Shock Model of the cascade flow approaches unit. Thg critical .exit Mach num-
§ 0.08 1 ® TestData ber of a turbine cascade can be deterr_nlned by its geometry and

5 flow parameters, such as the blade profile, cascade gaugigp (
& .06 -8 -- K-O Shock Model and flow angles. It is realized that the smaller the cascade gaug-
3 ing, the larger the curvature of the blade suction surface, and the
2 0.04 smaller the blade exit angle,. In correlating so many factors
3 with the onset Mach number, it is found that the gauging of a
e turbine cascade can be the most significant parameter or the rep-
2 0.02 ./ = EE resentative one that determines the onset Mach number, that is, the
E onset Mach number is approximated only proportional to the cas-
0.00 y T T T T T cade gauging. Based on the current experimental data and some
0.5 0.6 0.7 0.8 0.9 1 1.1 1.2 data in the literature, a correlation for the onset Mach number is
Exit Mach Number obtained as follows
Fig. 13 Comparison of test data with correlations for blade B Mon=0~82 +0.63 (6)

at design incidence (—4°)
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The concept of the offset Mach number, on the other hand, ig 0.14

proposed based on two facts) The loss profile measured in the 012 1 —&— Modified Shock Model °
current experiment, andb) the theory on an ideal, one- § “° O Kiokat al, Data Band-Low
dimensional, compressible flow through a nozzle. As shown it3 0.10 H --.@& -- K-O Shock Model

this experiment, the losses of the two turbine cascade mcreaig 008 1| ® Kiokatel, Data Band-Up A

steeply in the transonic and low supersonic region. The flovg
losses continue to increase to the maximum in the transonic arg 0.06
low supersonic region and then decrease when the Mach numkS3

continues to increase. Based on the theory for an ideal, onig 0.04 ,.'E
dimensional, compressible flow through a nozzle, the flow caig .02 M i

approach the supersonic condition isentropically at the exit of th‘g

nozzle, without any shock waves generated. For such a on ~ 000 1 v ' '
dimensional nozzle, this isentropic, supersonic Mach numbe 0.5 0.6 0.7 0.8 0.9 1 1.1 1.2
without shock waves, is unique and depends only on the area ral Exit Mach Number

of the exit over the throat of the nozZlé we consider the thermal

characteristic of the fluid to be constanthe offset Mach number Fig. 14 Comparison of correlations with test data by Kiock

of the shock related losses of a turbine cascade should be relateal. [13]

to this isentropic, supersonic exit Mach number of the turbine

blade nozzle. The area ratio of the exit over the throat of a turbine

cascade is approximated as the ratio of the sine of the sum be-

tween the half blade trailing wedge angle and the blade exit angleThe new shock related loss correlation, as represented by Egs.
over the sine of the blade exit angle. Considering that the wed@® and (8a), together with the related Eq$6), (7), and (9) is
angle of a blade trailing edge is usually not available at the initipkoposed to replace ER), the shock related loss correlation of
stage of a turbine design process, it will not be practical to use tRacker—Okapuu.

trailing edge wedge angle in the loss correlation. Consequently, a

very simple approximation is made for the offset Mach number as
follows Comparison Between the New Correlation and Kacker
Okapuu. The predicted losses based on E@.and (8a), the
M =M oo+ 0.55 (7) new shock related loss correlation, are added into Figs. 12 and 13
) i for the two cascades presented in this paper. It is shown in the
Regarding the profile of shock related losses versus Mach nUfsres that much improved agreement is obtained between the
ber, some considerations are exploited from the current exp&iky, correlation and the experiment for both blade profiles while,
_mental data and some additional data in the Ilterature_. Accorgs- pointed out earlier in this paper, the original Kacker—Okapuu
ingly, the shock related losses are expected to start mildly fro%ﬁrelaﬂon severely underpredicts the transonic and supersonic

the critical Mach number or the onset Mach number of a cascagi§sses for the two cascades. In particular, the predicted locations
followed by a steep increase due to the strong, normal shocks, fj§he maximum loss in the transonic and low supersonic regions,
multibranches of shocks, and their interaction with the bla sed on the new correlation, agree quite well with the experi-

boundary layers—wakes. After the Mach number increases to thenial data of the two cascades.

location having the maximum shock related Ios_s, the flow Ioss_ To further examine Eq¢8) and(8a), the new shock related loss
goes down due to the weakened shocks and interactions. ligielation, a comparison was made among the new correlation,
noticed that the data presented by Martelli and Borigfiand  the original Kacker—Okapuu correlation, and the experimental
Chen[8] have displayed some evidences that the shock rela ga of three different turbine cascades in the literature. The ex-
losses behave some symmetrically in the profile around the M?_g riments for the three cascades in the literature were performed
number of the maximum Ios§ in the transonic and low supersoniag published by Kiock et al13], Mee et al[14], and Detemple-
regions. Therefore, the profile of the shock related losses is P{oyake[15], separately. Al the loss data published in the literature,
posed as follows: whenever presented in the form of the loss coefficiénhave
been transferred to the form of the loss coefficienaiccording to
v Mon=Ma<Mgy Eq. (4). . . .
The data presented by Kiock et L.3] were obtained in four
(8) different European wind tunnels and are presented in the form of
an upper and lower limit in this paper. The upper and lower limit
Ysnook= 1, Ma<Mgy OF Mp>M s (82)  of the data and the prediction results with both the original
eKacker—Okapuu correlation and the new correlation are presented
in Fig. 14. It is shown that both the original Kacker—Okapuu
correlation and the new correlation have a good agreement with
Keh=Keneo + Ko (9) the experiment at the subsonic flow, as expected. In the transonic
and low supersonic regions, the original Kacker—Okapuu correla-
Cascade solidity has a large effect on blade boundary layer ai@h also underestimates the losses, even though the underestima-
consequently is a major factor of effect on flow loss. A turbinéon in this case is not as severely as those for the two cascades
cascade with a given blade exit angle has an optimal solidity ptesented in this paper. It is noted that the new correlation gives
which the flow loss is minimum. This optimal characteristic othe improved agreement with the experiment through the whole
loss versus solidity is related to nonshock related loss and hesnsonic and low supersonic range.
been included irYp ;mqc, the Ainley—Mathieson/Dunham—Came  Figure 15 shows the comparison of both the original Kacker—
loss correlation in Eq(1). However, Eqg.(9) accounts for the Okapuu correlation and the new correlation with the experiment
different flow physics: the larger the cascade solidity is, the ndny Mee et al.[14]. The experimental data have been obtained at
rower the blade passage is, and the stronger the shock interactiovis Reynolds numbers, 1 000 000 and 2 000 000 and the test data
are with the blade boundary layer/wake. Therefore, a cascade withboth conditions are displayed in the figure. The predicted re-
larger solidity generates higher shock related loss than a cascadks are displayed at the averaged Reynolds number, 1 500 000.
with a smaller solidity. Based on the current experimental data, we shown in Fig. 15, the original Kacker—Okapuu correlation,
obtainKg,=1.0 andK,=0. like before, underestimates the losses in the whole transonic and

Yopoue 1+ K ,{1+CO{M2W7T)
shock s| Moff_Mon

The correction factoKg, is correlated to the solidity of a cascad
as follows:
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0.12 agreement between the new correlation and the three experiments

8 ;
—&— Modified Shock Model in the literature also serve as a further validation for the current
< 0104 ©O Mee at al,, Data Re=1000,000 experiment.
5 00 |-~ E " K-O Shock Model
% ' ® Mee at el,, Data Re=2000,000 f [ -]
S 0.6 1%7
23 .
s ® . .
3 0.04 : Summary and Conclusions
(5]
2 002 - * The effects of exit Mach numbers and two extreme flow inci-
3 dences on the flow losses were investigated for two nozzle blade
S 0.00 . . . . , . profiles of the high-pressure steam turbines in a linear cascade

05 0.6 07 0.3 0.9 i L1 12 experiment. Flow incidences were varied fron84° to 35° and
Mach numbers were tested from 0.6 to 1.15.

Exit Mach Number « For the subsonic flows, the losses were found rather constant
Fig. 15 Comparison of correlations with test data by Mee et al. with res_pect to Mach numbers. For both blade_profll_es t_est_ed, the
[14] model) subsonic losses were always the lowest at their design incidences

and always the highest at their extremely positive incidences.

» When the flow changed from the subsonic to the transonic and
low supersonic conditions, the losses increased steeply. When the
Mach number increased from 0.6 to 1.15, the maximum loss in-

low supersonic range. On the contrary, the new correlation attai¢féase was about 700%. However, the maximum loss variation
better agreement with the experiment through the complete tr&ie to the very large incidence variation was only about 100%.
sonic and low supersonic range. Therefore, the effect of the Mach numbers was predominant and
Figure 16 shows the comparison of the original Kackerthe effect of very large incidences was secondary under the tran-
Okapuu correlation and the new correlations with the experime$fnic and low supersonic conditions.
by Detemple-Laak§l15]. As there is no absolute loss level of the ° Regarding the secondary effect of the very large incidence
data published by Detemple-LaaKE5], the loss coefficientp at ~ variation, the maximum loss variatiofnly about 100% oc-
the exit Mach number of 0.9 has been assumed to be 0.025Cired at the subsonic flows. Under the transonic and low super-
order to obtain the absolute loss levels for the other data poig@nic conditions, the loss variation due to the very large incidence
presented by Detemple-Laald5]. In this case, the original variation was even smaller and in particular, the large off-design
Kacker—Okapuu correlation matches quite well with the experiacidences even did not produce higher losses than the design
ment even though there is still some underestimation of the losséidences.
On the other hand, the new correlation also has quite a good® Some off-design loss correlations for turbine blades in the
agreement with the experiment data for most of the conditiofiterature are obtained based on the low speed experiments, in
recorded. However, the new correlation underestimates the losavhich the losses at the off-design incidences always appear much
the point of the highest Mach number tested. This local underd¥gher than those at the design incidences. This is true at subsonic
timation by the new correlation is likely due to the simple apflows. According to the current experiment, however, this is not
proximation of the offset Mach number by E(). necessarily true at transonic and low supersonic flows. The off-
In summary, through Figs. 12—16, the original Kacker—Okapuigsign loss correlations for turbine blades in the literature derived
correlation generally underestimates the losses of the three d&@m the low speed experiments are questionable when applied for
cades in the literature and severely underestimates the losse§y@isonic and low supersonic flows even at very large incidences.
the current two cascades in transonic and low supersonic range’. The frequently used loss correlation by Kacker and Okapuu
On the contrary, the new correlation proposed for shock relatgbo] with its original shock loss model severely underestimates
losses gives better and even much better agreement betweentfigdosses at the transonic and low supersonic flows and should be
prediction and the experimental data for the five cascades in &@rrected for future applications.
most all test points. * A new correlation for the shock related losses has been pro-
Since the new correlation matches with the current experimepesed and then applied to the two cascades presented in this paper

tal data very well, the agreement and the improvement of ti@@d the other three cascades in the literature. As compared with
the original Kacker—Okapuu loss correlation, an improved and

even much improved agreement with the experimental data for the
five cascades has been obtained by using the new correlation.
» Since the new correlation matches with the current experi-

g 0.16 mental data very well, the agreement and the improvement of the
0.14 . —&— Modified Shock Model Q agreement between the new correlation and the three experiments
- ®  Detemple-Laake Data,midspan in the literature can also serve as a further validation for the cur-
g 012 4 ---B - - K-O Shock Model /;,—A rent experiment.
€ 010
S 008 /
8 0.06 L
2 o4 A/ = Acknowledgments
é 0.02 g The authors wish to acknowledge Demag Delaval Turboma-
L chinery Corp. as the project sponsor, and to thank Mr. Mike Min-
A 0.00 r T T . dock of Demag Delaval Turbomachinery for his guidance during
0.8 0.9 1 1.1 12 1.3 this research. Our thanks are extended to the anonymous review-
Exit Mach Number ers for their very insightful and steering criticisms which made the
paper much improved than the original manuscript, especially
Fig. 16 Comparison of correlations with test data by made the section of “Loss Correlation” of this paper completely
Detemple-Laake [15] updated.
974 | Vol. 126, NOVEMBER 2004 Transactions of the ASME

Downloaded 03 Jun 2010 to 171.66.16.153. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Nomenclature Subscripts

¢ = Blade chord 1 = Cascade inlet
f(ry = Reynolds’ number correction to the loss 2 = Cascade exit
coefficient, Eq.(1) References

k = ratio of SpeCIfIC heats [1] Jouini, D. B. M., Sjolander, S. A., and Moustapha, S. H., 2001, “Aerodynamic

Ko, Kp' Ksh, Kshs = Correction faCtorS_ Performance of A Transonic Turbine Cascade at Off-Design Conditions,”
o0 = Cascade throat width ASME J. Turbomach.123 pp. 510-518.
s = Cascade pitch [2] Benner, M. W., Sjolander, S. A., and Moustapha, S. H., 1997, “Influence of

Leading-Edge Geometry on Profile Losses in Turbines at Off-Design Inci-

PO = Stagnatlon pressure dences: Experimental Results and Improved Correlation,” ASME J. Turbom-

M = Mach number ach., 119 pp. 193-200.
M,, = Onset Mach number for shock related [3] Goobie, S., Moustapha, S. H., and Sjolander, S. A., 1989, “An Experimental
losses Eq(6) Investigation of the Effect of Incidence on the Two-Dimensional Performance

of an Axial Turbine Cascade,” ISABE Paper No. 89-7019.
Moff = Offset Mach number for shock related [4] Hodson, H. P., and Dominy, R. G., 1986,p“The Off-Design Performance of a
losses, Eq(7) Low Pressure Steam Turbine Cascade,” ASME Paper No. 86-GT-188.
VvV = Velocity [5] Ainley, D. G., and Mathieson, G. C. R., 1951, “A Method of Performance
. f - Estimation for Axial Flow Turbines,” British ARC, R&M 2974.

X = A_Xlal dl_StanCQ from blad_e tralllng edge [6] Craig, H. R. M., and Cox, H. J. A., 1971, “Performance Estimate of Axial
y = Pitch-wise axis of coordinate Flow Turbines,” Proc. Inst. Mech. Engl85, No. 32, pp. 407—424.
Y = Mass averaged total pressure loss coeffi- [7] Martelli, F., and Boretti, A. A., 1987, “Transonic Profile Losses in Turbine
Blades,” Institute of Mech. Engrs, C266.

cient, [8] Chen, S., 1987, “A Loss Model for the Transonic Flow Low-Pressure Steam
Y=[J(Po1=Po2)p2V2/(Po, Turbine Blades,” Institute of Mech. Engrs. C26.
—po)dy/[p,Vody] [9] Dunham, J., and Came, P. M., 1970, “Improvements to the Ainley/Mathieson
Yhubshock = Loss coefficient, Eq(l) Method of Turbine Performance Prediction,” ASME J. Eng. Pov@g, pp.
Ypko = Kacker—Okapuu loss coefficient 252 256
p.ko p - [10] Kacker, S. C., and Okapuu, U., 1982, “A Mean Line Prediction Method for
Yshock = Shock loss correlation Axial Flow Turbine Efficiency,” ASME J. Eng. Powef,04, pp. 111-119.
Yter = Trailing edge loss coefficient [11] Chu, T. L., 1999, “Transonic Flow Losses of Two Steam Turbine Blades at
a = Elow ang|e measured from circumferen- Large Incr:dences,” M.S. thesis, Department of Mechanical Engineering, Vir-
. . ! ginia Tech.
tial direction [12] Mindock, Mike, 2001, personal communication.
B = Blade metal angle, measured from cir-  [13] Kiock, R., Lehthaus, F., Baines, N. C., and Sieverding, C. H., 1986, “The
cumferential direction Transonic Flow Through a Plane Turbine Cascade as Measured in Four Euro-
i = Incidence (3 —a ) pean Wind Tunnels,” ASME J. Eng. Gas Turbines Povi®g pp. 277-284.
- ' P1 1 [14] Mee, D. J., Baines, N. C., Oldfield, M. L. G., and Dickens, T. E., 1992, “An
p = Density Examination of the Contributions to Loss on a Transonic Blade Cascade,”
o = Mass averaged total pressure loss coeffi-  ASME J. Turbomach.114, pp. 155-162.
cient [15] Detemple-Laake, E., 1991, “Detailed Measurements of the Flow Field in a
! Transonic Turbine Cascade,” ASME Paper, 91-GT-29.
o=[[((Po [16] Lakshminarayana, B., 199€Juid Dynamics and Heat Transfer of Turboma-
—Po2)/Po1) paVodyl [ poVodyl chinery, Wiley, New York, p. 558.
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Werle—Legendre Separation in a

S. Mauri . .
e-mail: sebastiano.mauri@bluewin.ch HVd ra u I I c IVI a c h I n e D raft Tu b e
J. L. Kueny

The three-dimensional turbulent flow in a compact hydraulic machine elbow draft tube is

F. Avellan numerically investigated for several operating conditions, covering an extended range
around the best efficiency point. Comparisons with the experimental data are presented as
LMH—Laboratory for Hydraulic Machines, validation. The interest is focused on the experimentally observed pressure recovery drop
EPFL—Swiss Federal Institute of Technology, occurring near the best efficiency point. The flow is first analyzed locally by means of a

Av. Cour 33bis, Lausanne 1007, topological analysis, then globally with an energetic approach. The study provides evi-

Switzerland dence for the role played by a Wereegendre separation originating in the bend. The
separation is due to the contrasting flow angles imposed by the blades, and the angle
resulting from the secondary flodDOI: 10.1115/1.1839930
Introduction Modeling. Three-dimensional (3D) steady Reynolds-

%yeraged Navier—StokeRANS) flow computations with the
r’?& ndardk- € turbulence model and logarithmic wall functions are
gformed. The flow in the draft tube is simulated using the com-
ércial codecFx-TascFLow2.10. Details on the code are given in

Draft tubes are components which act to convert a maximum
dynamic pressure into static pressure. A measure of the efficie
of these devices is the static pressure recovery obtained. A la

number of hydraulic turbomachinery installations are agein . . .
Thus, there is potential during refurbishment to impleme efs. [5,6]. The computation is considered converged to the

changes in the design for improved efficiency and associatggady solution when the value of the maximal normalized equa-
power output as well as greater operating stability. Usually tHi9n residual is less than 16. The fluid properties are set to the
runner and guide vanes are focused upon in the refurbishm¥@jues corresponding to the water at atmospheric conditions. The
process. Due to capital construction costs the spiral casing and ggdPration of modeling parameters has been performed in previ-
draft tube are seldom modified. Unfavorable flow behavior occufd!S Studies, see Refi,8], and is here briefly summarized. The
when the runner and the draft tube are unsuitably matched. THIE! profile is specified at the inlet using a cubic spline. A linear
can sacrifice flow stability and reduce the optimal operating ran§g€rpolation is applied to the circumference. The radial compo-
of the machine. Typically a sudden drop of the pressure recovel§nt is imposed a€,=C, tan(0r/R). The inclination of the veloc-

in the draft tube is observed near the best efficiency operatiffj vector in the radial direction is, therefore, determined by the
condition. The comprehension of this unexplained phenomenor@&ometry of the cone. This theoretlcal.proflle performg better than
the objective of the present study. For this aim an extended rari§}é Profile extrapolated from the relatively few and wiggly mea-
of operating conditions is numerically investigated. After the desured values. The influence of the radial component is important
scription of the model, a grid convergence study is presented, tHBrspite of its small magnitude. The nearest measurement point is
comparisons with experimental data are briefly shown as validat 0.076 inlet diameter from the wall. The extrapolation of the
tion. The flow is first analyzed globally with an energetic apvelocity profile from the last measurement point to the wall has a
proach, then locally by means of a topological analysis. THarong influence on the flow. prediction in the 'd'raft tube. The in-
framework introduced by Tobak and Pedké is adopted to de- fluence of the momentum thickness on the efficiency of a diffusor
scribe the topological evolution of the flow in the draft tube as thi§ Well known. The velocity components at the wall are set as a

flow rate is varied. A debate on the terminology can be found figctor of the velocity at the nearby interior measurement point.
Hornung and Perry2] and other references cited therein. Best results with respect to measurements are achieved with a

factor of 0.9. The standark-e model assumes that=k¥?/L .

For the determination o& from the measured turbulent kinetic
Case energy, the length scale, defining the size of the largest eddies

Experimental studies are carried out on a vertical axis reducgtist be specified. This parameter has an important influence on

scale model(1:10 of an existing water turbine at the test rigthe overall flow.L .=0.002D leads to the best results. Several
facilities of the EPFL—Laboratory for Hydraulic Machines. Amodels of the outlet region show a limited influence on the up-
high specific speed Francis runner supplies the symmetrical dretitteam flow. The domain is, therefore, simply prolonged with a
tube with a single piefFig. 1). The numerical flow analysis is downstream channel of length 2 D. At the outlet the flow is con-
carried out at a constant head for 14 flow rates ranging from 903iglered developed. Several two-equation turbulence models and
to 110% of the best efficiency discharge. The Reynolds numbene second-order closure scheme have been tested. While the two-
based on the inlet mean velocity and diameter is-Re5 1¢. equation turbulence models perform similarly, the Reynolds-stress
The inlet conditions are experimentally investigated on the syrfnodel does not increase agreement with the experimental results
metry axis diameter at six operating points by means of the lod8l spite of the theoretically greater potential. A structured multi-
density approximatiolLDA) technique. The three components oPlock mesh discretizes the geometry of the draft tube model. A
the velocity and the turbulent kinetic energy profikig. 2) are butterfly topology with a C-shaped grid around the pier is used.
obtained through two positions of a two-dimensiof@D) laser They™ values of the first grid points lie in the validity range of
probe,[4]. The measurement uncertainties are estimated to be 1838 model.
than 3%. The other conditions are linearly interpolated from the

Verification. An a posteriori numerical error estimation based
measurements. p

on the generalized Richardson extrapolation not requiring any re-
Comtributed by the Fluids Enaineering Division f blication in tia striction to integer refinement and applicable to solution function-
ontributed by the Fluids Engineering Division for publication in NAL ; ; ; :
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering DivisionaIS is carried out. FoIIowmg RO&CH:&O] the more conservative

October 30, 2002; revised manuscript received February 25, 2004. Associate Edifarid Converg_ence I_ndex is also repor_ted. The flow rate in the left
Edward W. Graf. channel obtained with three meshes is compareg*at0.994 in
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Table 2 (a) ¢*=0.919 (b) ¢*=1.108. See caption in Table 1.
@

[,=72.526 l,=72.544 l,=72.576
E1,=0.06 E,,—0.08 E,=0.12
GCl,=0.17 GCIl(ZbT 0.24 GCl;=0.37
[,=65.094 I,=65.367 l,=65.886
E,,—0.93 E,=1.44 E,=2.23
GCl,,=2.80 GCi,=4.06 GClyu=6.71

rate estimation of the accuracy depending on whether the grid
refinement occurs in the critical areas or not. Depending on the
mesh resolution at the inlet the resulting flow rate will change and
Fig. 1 Investigated geometry. Cross area evolution. Sections must be corrected to retrieve the measured value by multiplying
definition. the velocity field by a factor. The slight differences in the inlet
boundary conditions introduce an additional inaccuracy. The
meshes seem to be in the asymptotic range; the actual asymptotic

Table 1. The number of nodes corresponds to the effective num aie of_convergence is indeqr=1.98, to be compared with the
theoretical ordep=2. These results are expected to be only par-

of points in the draft tube geometiglouble nodes at the block |. Ve f " ) diti d fe i

interfaces are counted only once, the downstream channel is ngtyarrﬁprii)?/ctan(;/i?fe?ernocte:r Oq%r:t'n?egﬂﬂs't'ogts ltjﬁeto tp(:}ir:?;-

consideregl The grid refinement is reported simply in terms of ;" : )

total number of grid points used in the two meshesrgs ¢ —0.919—1.108_are compared in Table 2. Tohe mesh \h .

= (N /Nj)l/s The meshes have the same topology but the grﬁ328,360 nodes insures a GCI smaller than 7% for all operating

i . X . ;

refinement is not uniform in the space. This may give an inaccﬁp'ms' The results obtained with these meshes show the same
ow topology and compare very similar with respect to the mea-
sured velocity and pressure profiles on several sections. The
coarser mesh is, therefore, adequate for our purposes.

! 110%, ’
0. o= Validation

The comparison with measurements is not emphasized here, the
oo 0% objective being the characterization of the “numerical flow.” Only
the recovery factor and the velocity field at the draft tube outlet
-0.80 | y 080 ! ° are shown. Several other comparisons on the whole geometry
) R ) ) R ' have been performed showing that while the main flow features
and trends are correctly captured, locally important differences
occur, see, Ref§7-9]. The recovery factor is compared with the
measurements in Fig. 3. The global behavior is fairly well pre-
dicted. The pressure recovery drop takes place at the same flow
rate observed experimentally, however, the computations overes-
timate the recovery factor over the whole range, with a maximal
difference of 14% of the measured value. Near the best efficiency
conditions the maximal difference is 6%. The velocity field at the
draft tube outlet is compared for the two extreme operating points

1. R 1.

machine efficiency draft tube efficiency in Fig. 4.
100%
100%
90% 110%
oo% 110% r r . . r
08 J
¢ P
0.76 flowrate 1.30 0.76 flowrate 1.30 07L i

Fig. 2 Measured velocity and kinetic energy inlet profiles computation
(filled points correspond to the external radius ). C,: Axial ve-
locity component, C,: Circumferential velocity component, C,:
Radial velocity component, k: Turbulent kinetic energy, Cy:
Mean sectional velocity magnitude. Machine and draft tube ef-

ficiency with the main operating points.

061

recovery factor

Table 1 ¢*=0.994. N: Number of nodes, /: Flow rate in the left 0.4
channel [%], E: Estimated fractional error, GCI: grid conver- )
gence index. Values for E, GCI are reported in [%] using p

=2 as order of the discretization. 03
0.78 0.86 0.94 1.03 1.1 1.19 1.27

measurement

N,=1,107,237 N,= 633,720 N,= 328,360

1,=63.232 I,=63.309 I,=63.445 o+ (flow rate)

E,,=0.27 E,,=0.39 E,s=0.60

GCly,=0.81 GCl3=1.17 GCly;=1.82 Fig. 3 Static pressure recovery. Comparison measurement-
computation. The GCl is reported for  ¢*=0.994.
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Fig. 6 Predicted flow rate percentage in the left channel over
the operating range

Fig. 4 Comparison measurements  (M)-computation (C) at the - -
draft tube outlet. Normal  (C,) and vertical (C,) velocity com- channel, even upstream at the pier’'s leading edge. The recovery

ponents, C,: mean sectional velocity magnitude. . ¢*=0.919 and drops on the left side due to a fI_ow accelerat_ion, while on th(_a right

&*=1.108. The measurements do not cover the whole channels’ channel the pressure recovery is very small in the straight diffuser,

surface. indicating an unfavorable flow situation. The flow rate distribution
in the channels is shown in Fig. 6. The right channel is clearly
blocked in the efficiency drop region.

Static Pressure Recovery. The specific static pressure energy Flow Topology. The main characteristics of the skin friction
recovery is summarized in Fig. 5 over the whole computed opejnes are investigated. Experimentally the flow patterns at the wall
ating range. Most of the recovery occurs in the cone. The effian be obtained by means of the oil film method. The power of
ciency drop taking place in the second half of the bend is cleafypological visualization is that, given the singularitical) points
visible in the rangey* =1.021-1.049. This deficiency is partially and their principal tangent curves, an observer can visually infer
recovered in the last part. The domain is split into two symmetrihe shape of other tangent curves and hence the structure of the
cal parts allowing a comparison between the left and the rigiihole vector field. A representation of the global topology is

much more readily visualized than the original data set. The main
flow characteristics are summarized in Fig. 7, where the change of
10 T T v v r T T T T the flow direction in the right channel due to the increase of the
secondary flow introduced by the bend, and to the change of the
rotation direction at the inlgfFig. 2), is put in evidence by means

08 of separation lines. These are lines drawn in the flow toward
s17-s21 which other trajectories are asymptotic. A universal definition of
074 separation in a three-dimensional flow is still subject of debate.

The specification of separation by means of a reverse flow or
v vanishing wall shear stress is usually inadequate in three-
05 dimensional flows. A necessary condition for the occurrence of

08

flow separation is the convergence of skin friction lines onto a
04 separation line. The regions of flow separation are important be-

cause of the reduced kinetic energy and the consequent blockage

02 effect that these regions can introduce. The point before the effi-

02 ciency drop shows locdnot passing through any critical pojnt
separation lines at the surface. After the drop the flow stemming
01 from the cone region situated at the outer side with respect to the

00
0919 0838 0957 0976 0995 1.01 103 105 107 109 111

(p*

Fig. 5 Computed local mean specific static pressure coeffi-
cient. The recovery occurring in the cone (s1-s2), first half of
the bend (s2-s7), second half of the bend (s7-s17) and diffuser Fig. 7 Predicted separation lines and flow direction in the

(s17-s21) and in the left- and right-side of the draft tube are right channel before (¢*=0.994) and after (¢*=1.021) the effi-
distinguished. ciency drop
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¢*=1.032 @*=1.038 — @*=1.054

Fig. 8 Computed skin friction lines, onset on the surface of a
focus in company with a saddle point. Before the efficiency
drop:  ¢*=0.994, ¢*=1.014, after: ¢*=1.021, ¢*=1.032,
¢*=1.038, ¢*=1.054.

bend curvature is forced by the secondary flow to the inner siq_qg. 10 Predicted vortex evolution. Before the drop: & =1.014,
while the flow angle imposed by the blade geometry remains COfyer: *=1.021, ¢*=1.027, ¢*=1.032, ¢*=1.038. The last pic-
stant for all operating points. The collision of these two flow diture summarizes the first four operating conditions (lighter
rections leads to the onset on the surface of a focus in compaidye: *=1.014, darker core: ¢*=1.032).
with a saddle point leading to a global Werleegendre separation
(see also Fig. 8, showing the wall region where the onset of the
critical points occurk In this particular form of separation one leg
of the line of separation emanating from the saddle point winds
into the focus to form the curve on the surface from which the
dividing surface stems. The focus on the wall extends into the
fluid as a concentrated vortex filament, while the surface rolls up
around the filament. This flow behavior was first hypothesized by
Legendre in 1965 and confirmed by the experiments of Werle
(1962. The cooperation between these two scientist is described
in Ref. [3]. As the flow rate reaches a critical value the flow
bifurcates, breaking the symmetry of the precedent flow and
adopting a form of lesser symmetry in which dissipative structures
arise to absorb just the amount of excess available energy that the
more symmetrical flow no longer was able to absorb. The flow
pattern in the inner domain can be seen in Fig. 9, where the vortex
core originating from the focus and the tangential streamlines on
two cross-sections are shown. There is a practical difficulty to
define the separation region delimited by the stream surface origi-
nating from the line of separation. A simple separation region
extraction algorithm is used to define a volume. Streamlines are
started from the zone at the wall where separation occurs. A
streamline is then equidistantly divided and from each point the
intersection of the corresponding normal plane with all other
streamlines is computed. From each group of points the mean
point is calculated and used to define a new line and the procedure
is repeated until the desired convergence is achieved. From each
cloud of points, corresponding to the intersection of the normal
plane of this mean line with all streamlines, the best fitting ellipse
to the external points of the cloud is computed. The resulting tube
Fig. 11 Interpretation of Fig. 8. S: Saddle, F: Focus, N: Node.

¢*=0.994 @*=1.014 X L . . . .
with elliptic sections approximates the separation zone. In this

case the separation forms a swirling structure. The vortex evolu-
tion is shown in Fig. 10. Just prior to the drop the separated region
is small and attached to the sidewall. Then the vortex structure is
formed and moves toward the center of the section and increases

S S S its size and strength untip* =1.032, then begins to decay and at
%\ ¢*=1.054 the focus disappeafiig. 11). The relationship to the
\L F flow rate distribution shown in Fig. 6 and to the pressure recovery

illustrated in Fig. 5 is evident.

Conclusion

The origin of the static pressure recovery drop can be clearly
Fig. 9 Computed vortex core and separation line,  ¢*=1.021  localized in the bend region by means of an energetic analysis.

@*=1.032 ©*=1.038 @+=1.054
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The study of the skin friction lines in this region shows the onset y* = Nondimensional distance from the wall
of a global Werle-Legendre separation as the flow rate reaches 2= ((1p)APy)!
critical value. The topological structure of the skin friction field (0 5Q/A .)?) = Pressure recovery factor

bifurcates with the emergence of a saddle point and a focus in the APg4 = Mean wall pressure difference between
surface pattern. The evolution of the vortex region originating in draft tube inlet and outlet
the focus is visualized in the inner flow clearly illustrating how v = Water kinematic viscosity
the separation blocks the right channel leading to a flow accelera- ¢ = Flow rate coefficient
tion in the other channel. The static pressure recovery is strongly ¢* = Flow rate coefficient divided by the of
affet;ted, leading to an important loss in the overall machine the best efficiency point
efficiency. p = Water density
6# = Half cone opening angle
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Time Resolved Concentration
Measurements in an Axial Flow
J.e.camphell | Mixer

R. W. Coppom _ o _ Ny
Experimental results are reported providing information on the downstream mixing evo-
J. E. Gui"(ev lution in axial pipe flow mixers where a scalar is introduced into the pipe via a coaxial
injection tube. Experiments were conducted in a 25.4 mm diameter water pipe flow loop
J. C. Klewicki (25,700>Rp>28,500, in which a fluorescein dye was coaxially injected. The injection
tube diameter was 1.5 mm. Three velocity ratiog=0.5, 1.0, and 2.0 were explored,
P. A. McMurtrv where \k=Vj¢:/Vmain- The present results indicate that the effects of velocity ratio on
the scalar concentration statistics are mainly evident in the first several outer pipe diam-
Physical Fluid Dynamics Laboratory, eters downstream. In the far field, velocity ratio effects are shown to be insignificant on
Department of Mechanical Enginesring, the concentration statistics. All cases showed a similar trend of an initial increase in
University of Utah, variance at the centerline as the injected fluid begins mixing with the main pipe flow. This
Salt Lake City, UT 84112 is followed by a region of rapid “exponential-like” decay, followed by a much slower
decay rate after approximately 50 pipe diameters. Space-time correlations of the scalar
concentration between far field locations verify the low wavenumber motions as predicted
by the recent theory of Kerstein and McMurtry [A. Kerstein and P. McMurtry, “Low-
wave-number statistics of randomly advected passive scalars,” Phys. Re. 257
(1994)], and are consistent with the slower than exponential downstream mixing rate.
[DOI: 10.1115/1.1845491
1 Introduction transition from an exponential decay to a power-law decay in the

o fow e e commonplac n e of st 195 IEOton ot e by v epererts
applications, largely due fo their simplicity of design and r'alat'v\?vith the emergience of long-wavelength scalar fluctuations. These

ease of implementation. However, owing to the complexity of th Uctuations were shown to grow with the square root of down-

underlying turbulent mixing processes, the behavior of these Stream distance and would eventually be much larger than any

vices remains poorly understood. characteristic scale of the full ity fi
. y developed turbulent velocity field.
The work of Nye and Brodkefl] was one of the earliest StUd'To experimentally investigate this theory, Guilkey et[dl3] de-

';ns dtgcgglrji Ogctt::ﬁnd?rvr\]lgzterzi?];\f&g'e%n dozt:;?ezgﬁf;xgr??}% d a set of experiments that allowed for a very idealized initial
P : X ye n | OP ar field in the pipe, providing an experimental analogue of the

measurement to make concentration measurements of dye inje stein-McMurtry theory. Using a flow seeded with a caged

coaxially into the main pipe flow. Measurements were made at Worescein dye, Guilkey et al. were able to selectively uncage or

E)Of t?fe g?eiraertsgsrigr?(\:/\énslgr;r?l% ag(rj]d'ngi'&;t}edeﬁgrﬁ(ggge;m:a?eQWark” regions of the flow at regular intervals. This generated an
: 9 P initial scalar concentration similar to that used in the Kerstein-

fundamental study, the difference being the way the two scalgy, Murtry analysis. Measurements made at up to 120 pipe diam-

were introduced into the pipe. The pipe was initially divided dOWI(gters downstream showed a clear transition from exponential to
the center resulting in two separat_ed streams. Concentration m Sver-law decay, confirming the predictions of the McMurtry-
surements were m_ade out to 80 pipe diameters QOwnstream o fstein theory. To further investigate this behavior and to explain
initial mixing location and showed an exponential rate of dec he lack of a region of power-law decay in any of the previous
:]h;\?:gg]g:rt] theerf(r?r(renaesgrefomcir;tinregl?irr;asr}”eveorﬁl Osut?nﬁ‘ﬂlézr;ti Sntu5§8ﬁ<s addressed above, additional experiments were performed
mixin confipurations }n i esgg P Forng ot aIF[)S] Ger angd ! oking at potential variations relating to how the scalar was in-
Holl 9[4] F.% Id dﬁ:p” 5%.Ed g ¢ I[6]' oL jected into the main floW14,15. With the exception of the work

olley [4], Fitzgerald and Holleys], Edwards et al[6], eary  of Hartung and Hibby?2], none of the studies cited above reported
and Forney 7], Sroka and Fornefg], and Eorn_e;[g_].) variance decay statistics beyond a few tens of pipe diameters

Most of the early studies on scalar mixing in pipes focused Bbwnstream, a key reason why the transition to a slower mixing
the scalar variance decay and the relation to Corr§lr0$ theory rate was noi observed. These later experimental stidid5

for scalar variance decay in stirred tanks. The studies of Nye a : : : -
; L . ccessfully explained differences among previous studies and
Brodkey, Hibby and Hartung, among others exhibited consstengxowed evidence that the initial conditions could be manipulated

with this theory. Much subsequent theory has involved relatlntg delay or expedite the onset of the transition to power-law scalar

Corrsin’s theory for mixing in stirred tanks to pipe flow mixing byvariance decay

approximating the mixing evolution as a series of stirred tanks The motivation behind the present study is to continue the in-

with the .d|mens!ons of the pipe diameter moving along at tr\?estigation of mixing in pipe flow reactors and broaden the
mean fluid velocity[11].

More recently, an analytical study by Kerstein and McMurtr knowledge base of the downstream mixing evolution in configu-

. 8 S L tions more commonly encountered in practice. The application
[12] predicted that the scalar variance decay in pipe mixing shourl] re is the mixing dow)r/15tream of a coflo?/v axial injecto[r).pA spe-

Comributed by the Fluids Endineering Division | bication in tiowa cific aim of this paper is to explore the exponential to power-law
ontributed by the Fluids Engineering Division for publication in tl NAL i H ; f H
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering DivisiontranSmorI of the variance decay with respect to different Ve|0CIty

August 11, 2003; revised manuscript received July 24, 2004. Review conducted @Iti.OS.VR, .examine the d_eveIOPmem of the long-wavelength axial
M. Volkan Ctiigen. variations in the scalar field, and better understand the flow phys-

Journal of Fluids Engineering Copyright © 2004 by ASME NOVEMBER 2004, Vol. 126 / 981

Downloaded 03 Jun 2010 to 171.66.16.153. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Fluorescein
Miture

Il I

&l i i B
Fresh Water i Flow
Meder
Diata
Acquisition
@ g Water
Mpressol oi

Fig. 1 Flow facility schematic

ics leading to the behavior of the higher-order concentration stidte facility employed consisted of a 31 m long flow loop. The 6.1
tistics in the near field of the injector. This work has some overlap long test section consisted of five 1.22 m sections of 25.4 mm
with the early pioneering work of Nye and Brodkey. Becausénner diameter(1.D.) quartz pipe. The quartz pipe sections were
however, of the improved measurement techniques and a repadnnected by brass couplers that were designed to facilitate a
ing of measurements much farther downstream, the current stugigooth section-to-section transition. The test section was located
provides findings relevant to mixing in this configuration. 150 outer pipe diameters from the nearest bend to assure fully-
The present effort focuses on the study of scalar mixing assteveloped flow and avoid unwanted entrance effects. A centrifugal
ciated with dye injected into a primary pipe flow through aump was used to drive the main flow up to an average velocity of
coflowing pipe of much smaller diameter. Given this configura2 m/s. A series of valves enabled the system to be run in either a
tion, it is relevant to provide some perspective with regard to theecirculating or a “flushing” mode. In the flushing mode, an at-
rather extensive body of literature that exists on flow field stru¢ached 208 L water reservoir allowed the experiment to be run for
ture in coflowing jets in both confindd6—19 and sudden expan- roughly 6 min. All mixing experiments were run in the “flushing”
sion [20—30 configurations. In particular, a number of previousnode, that enabled the dye containing water to be drained. During
investigations have explored the velocity and vorticity field intereharacterization and calibration, the facility was run in the recy-
actions in the near field, and the impact of various inflow condeling mode to conserve water.
tions and geometry effects on the downstream flow developmentA 3 mm outer diameter, 1.5 mm I.D. stainless steel injector was
[at least up tdD(10) inner jet diametellsAs characterized by Ko located coaxially and at the beginning of the test section. The
and Kwan[21], what has been traditionally called the near field ohjector was inserted into the facility at the first brass coupling
the coaxial jet can be conceptualized as comprising three primaojning the PVC recirculation piping to the quartz test section. The
zones. With downstream distance from the exit plane thesé)areinjector was used to introduce a diluted fluorescein mixtured
the initial merging zone(ii) the intermediate zone, ar(di) the (=~4.00e-4 M in waterinto the main flow. Fluorescein was cho-
fully merged zone. Broadly speaking, the nomenclature for thesen due its characteristic of fluorescing when excited by 488 nm
zones refers to the interactions between the shear layers boundiglat as produced by the argon las@.5 W continuous wave
the central and annular jets, as well as the erosion of the centralgetployed. The injector was 19.7 cm/¢{=131) in length to as-
core. It is well-documented that the “large scale” coherent masure fully developed flow at the injector exit. The injector flow
tions in these shear layers are highly relevant to the near fielés fed by an attached PVC pressure vessel. This vessel acted as
development. Similarly, the extent of the intermediate z@i¢he a fluorescein reservoir with a capacity of 34 L and was pressurized
end of which the central core is completely erodexdgenerally to 138 kPa(20 psj using a portable air compressor. Flow meters
only about 3—6 inner diameters from the exit pld86]. were attached to both the main and injected flows to achieve the
Given this context, it is thus important to note that in thelesired average velocity of above 1 m/s for the main flow and up
present experiments the first measurement location is about o3 m/s for the injected flow, see Fig. 1.
outer pipe diametergor equivalently about 25 inner diameters Data were acquired in the form of centerline instantaneous con-
downstream of the exit plane of the inner jet. Thus, near fieltentration along the pipe axis and diametral plane flow visualiza-
effects(as traditionally definedon the flow-field development are tions. Centerline scalar concentration measurements were taken at
not explicitly examined herein. Similarly, a distinguishing charaghe seven downstream locations listed in Table 1. A Coherent In-
teristic of the present work is that it explores the time resolvetbva 70-4 argon laser was used to generate a 488.0 nm beam at
behavior of the scalar field up to very large distances downstrea®n5 W. This beam was focused into a custom-built fiber optic
There is an increasing body of evidence indicating that the scataundle, which then split into seven separate fiber-optic lines, each
field can exhibit behaviorg) at scales both smaller and within theof which terminated at the different downstream locations. The
range of the dynamical scal¢31] and (ii) at scales much larger individual beams were oriented through and perpendicular to the
than the dynamical motiond3—-15, and that none of these ob-axis of the quartz tubésee Fig. L
servations are rationally derivable from an understanding of theUsing standard laser induced fluorescerité) techniques
velocity field alone. In the present study, the development of vef$2], seven optical sensors were built to interrogate the intensity
large scale scalar length scalé3(10) outer diameteiisand their of the passive scalar, fluorescein. The maximum absorption fre-
potential dependence on practically adjustable paramétegs,
the injected stream flow rateare explored for a configuration

commonly found in a number of practical applications. Table 1 Locations for the seven downstream sensors
. Sensor number 1 2 3 4 5 6 7
2 Experimental Procedures
x/D 150 7.63 1550 2525 4856 75.06 120.06
2.1 Experimental Setup. As shown schematically in Fig. 1,
982 / Vol. 126, NOVEMBER 2004 Transactions of the ASME
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encompassed the quartz pipe and could be moved to different
locations along the test section. This box was filled with a sodium-
thiocynate mixture of a concentration sufficient to match the index
of refraction of the quartz pipe. The box was then covered to
prevent evaporation, which would alter the concentration.

2.2 Calibration. Prior to data collection, calibration of the
LIF measurement system was performed to verify the linearity of
the sensors and to determine the proper operating intensity range

Plano-convex Lens Beam from for the individual sensors; especially to avoid sensor saturation.
Fiber Optic Starting with a pure water recirculating system, measured quanti-

] ) ties of fluorescein were added, allowed time to mix§ min),
Fig. 2 Custom LIF sensor schematic and then light intensity measurements were taken for 10 s and

averaged. This process was used to construct the individual cali-
bration curves subsequently employed for conversion from volt-
quency of fluorescein is 492 nm. Therefore, a single-line lasage to arbitrary, but, self-consistent, relative concentration values.
frequency of 488 nm was chosen as the closest option availalfggure 3 shows a sample result from this calibration procedure.
The emission frequency of fluorescein peaks near 520 nm. TAfer observing a repeatable linear relationship between concen-
wavelength of interest was only that emitted by the fluoresceifation and voltage for all the sensofwith linear curve-fitR?
The exclusive acquisition of the desired lighather than the laser 5 es between 0.982 and 0.99% was determined that linear

excitatior) was accomplished using two planoconvex lenses andi@iranolation, when necessary, was acceptable. Such extrapolation
long-pass filter, which effectively blocked any scattered light be;

low 508 nm. The desired light was focused onto a photodetec‘t‘?/(\)l?ls only required for sensors 1, 2, and 3.
as seen in Fig. 2. The photo detector, 3.1 mm in diameter, linearly2.3 Data Collection and Processing. The seven photode-
correlated the light intensity into a corresponding voltage betweggctors were sampled simultaneously using an analog to digital
0 and 9 V. Neutral-density filters were used to avoid saturation obnverter operated via laptop computer. All signals were sampled
the photo-detectors during all experiments. at 2 kHz for 60 s. According to the analysis of Klewicki and Falco
The Schmidt number, Sev/D,, whereD,, is the molecular [33] in a boundary layer the sampling durations of the present
diffusivity of fluorescein in water, is approximately 6082]. Us-  study were sufficient to obtain statistical convergence of the kur-
ing an estimate of the dissipation ratethe Kolmogorov length tosis to within +5%.
scale was estimated ag=0.1 mm. Using this value ofy, the  Processing the data began by converting the acquired voltage
Kolmogorov frequency was calculated to be approximately 16G@ne series to a corresponding relative concentration time series
Hz [f,=U/(2m»)]. However, the factor limiting the resolution ysing the linear calibration curves for each sensor. The data were
of the small structure of the flow was the size of the optical sens@iien low-pass filtered at a cutoff frequency of 450 Hz. The 60 s
which was approximately 3.1 mm. This spatial limitation onlyijltered concentration time-series data were then processed for sta-
makes it possible to resolve frequencies up to about 360 Hgtical moments and correlations. Power spectral densities of the

Therefore, the sampling rate of 2000 Hz is well above the Nyquigh,e series were calculated using an averaging block sizé%of 2
criterion for resolving the smallest possible frequencies, 9iVelbints.

these limitations.

The quartz tubing used for the test section creates a visual dis2.4 Error Analysis. The primary sources of error in the
tortion of the internal flow due to the convex surface of the tubélata result from electronic noise in the various components. These
To account for this, a 76.2 cm long Plexiglas box was built thanclude unsteadiness in the output of the interrogation laser, drift
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Fig. 3 Typical calibration curve for the seven sensors employed
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in the photodetector signal, and noise in the data acquisition s'
tem. The particular significance of any one of these sources
reflected in their contribution to the overall signal uncertainty. T 1o':‘00 - e "
estimate thg overall signal n0|se,.data collected for the callbratll‘ Concentration (mU/L)

curves of Fig. 3 were analyzed in the same manner as the time

varying data. Namely, for the calibration data, a fully mixed corgijg. 6 Probability density function of concentration. V=05
dition exists, so any variation from the mean signal can be attrib-

uted to noise in the data collection system. Thus the normalized

variance of the time varying data relative to the normalized vari-

ance of the calibration data gives one an effective signal to noigeRy=1550, reveals a distinct coherent jet region prior to jet
ratio. In Fig. 10, the variances of the calibration data are includdédeakup. On the other hand, Fig. R{=3310) shows that the
for Vg=2.0 to demonstrate their relative values. Signal-to-noisgherent jet region exists for only a few inner jet diameters. The

ratio ranged from a high of 2949.1 to a low of 3.6. flow visualizations represented in these figures were taken at pri-
mary stream flow rates less than that of the concentration experi-
3 Experimental Results ments to better illustrate the behavior of the jet breakup, although

. . . .higher main flow velocities revealed this same structure, leadin
I_Experlmental reSL_JIts are provided for three different VeIOCI%gthe hypothesis that these behaviors were most importantl?/
ratios between the_ jet and the_free stream,=(_).5,1.0,2.0. For influenced by the flow in the injection tube transitioning to
each case the main flow was fixed at approximately 2 m/s. T rbulence
corresponds to a main flow Reynolds number of approximately T . o .
30,000 for all three runs. The Reynolds number for the injecti Velocity profiles determined by particle image velocimeiingt

Og‘h . . .

; - ” own reveal that for all velocity ratios, the overall velocity pro-
jet was 1064(laminay, 2126 (ransitiona), and 3546(turbuleny file in the pipe had returned to approximate a fully developed state
for the three data sets reported.

by an x/D location of 3 (corresponding to about 45 inner jet
3.1 Flow Visualizations. To provide a context for interpret- diameters. The primary difference between the different velocity
ing the statistical results that follow and better understand thatios is the structure of the wake downstream of the injector.
initial flow developmentas well as what impact this initial devel- However, the measured velocity profiles indicate that velocity ra-
opement may have on the statistical results that follaliametral tio effects are limited to the first few outer pipe diameters down-
plane visualizations were conducted. These visual analyses weit@am. This is explored further in the statistical analysis of the
carried out over a range of velocity ratiogg, and jet Reynolds scalar field evolution below.
numbers. Of particular interest was the length of the coherent jet

exiting the injector and the transition to a jet break-up zone. Vary- 32 Statistical Analysis of the Scalar Field Evolution.

ing experimental parameters resulted in a range of behaviors segintitative features of the scalar field evolution are now ana-
in Figs. 4 and 5. An analysis of the visual data showed little affegj;ed. These involve an examination of the evolution of the prob-
coherent region structure was observed to be the injection jet Reysectral analyses. The pdf contains all single point statistical in-
nolds number. A region of jet instability was observed that corr¢grmation. Figures 6, 7, and 8 show the evolution of the scalar pdf
lated with the transition of the jet from laminar to turbulent. Figat different downstream locations. At the first measurement station
ures 4 and 5 illustrate this phenomena. The visualization of Fig. 4yD=1.5) the pdf reveals the high mean concentration value
near the unmixed jet concentration. Subsequent evolution reveals
the dilution of the scalar along the centerline. The mean shifts to
lower values and approaches a constant value at the fully mixed
concentration. The variance at the centerline increases between
the first two measurement stations due to introduction of pure
water to the scalar, then decreases as the jet stream and main flow
continue to mix toward a uniform concentration. Each case re-
veals a peak of a high concentration near the injector, a wide
range of values including unmixed main stream water at the sec-
ond station, followed by an evolution resulting in a delta distribu-
tion at the final mixed concentration. The highest velocity ratio
(Fig. 8 shows a noticeably narrower distribution at the first sta-
tion and a lower probability of unmixed fluid at the second station.
If a measurement were made right at the exit of the injector, the

Fig. 5 Flow visualization showing reduced coherent core re- pdf would be delta distributiorizero variancg centered around
gion. R4=3130 the undiluted concentration.
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Fig. 7 Probability density function of concentration. Vg=1.0 Fig. 8 Probability density function of concentration. Vg=2.0

Figure 9 shows the pdf at the last measurement statiéb ( ] ) o ) ) )
=120.1) with the concentration normalized by the rétiee nor- Mix with the main flow. Following this is a region of rapid vari-
malized pdfs of the other runs show a similar behaviés the ance decay, up to approximately 50 pipe diameters, as a more
fluid in the pipe approaches a fully mixed state, the scalar pktfiform concentration is approached. Beyond this, the rate of
approaches a Guassian as shown in Fig. 9. These observationg/af@nce decay decreases substantially. Figure 10, indicates that
quantified in the following discussion. the initial steep drop is approximately exponential between about

20 and 50 pipe diameters. Beyond 50 L/D the rate of decay is
- 3.2.1 Scalar Variance Decay.The scalar variance is a key slower than exponential. Also shown in this figure is the data of
indicator of the extent of mixing and is studied here for the difGuilkey et al.[13] The scalar field was initialized in the pipe
ferent velocity ratios‘. The scalar variance at the cer_1ter|ine is Pighen the flow was fully developed in a way that resulted in alter-
sented here normalized by the local mean centerline concenifigte transverse bands of fluorescein and fluorescein-free fluid
tion, c?/C2. The variance was calculated over the entire 60 across the pipe and with a length of one pipe diameter. The initial
signal. Figures 10 and 11 present these data in semilog and lggriance was thus at its peak at the first measurement station. A
log coordinates. The differing velocity ratio flows all produced thelear exponential decay is evident in the initial mixing.
same general trends. An initial increase in the variance along theA log-log plot of the decay is shown in Fig. 11. As discussed in
centerline is observed over the first two seng@rs and 7.6 L/D, the Introduction, previous theory, backed by experimental work
respectively as the uniform scalar from the injection jet begins taising idealized initial conditiongshown here with the data of

JotV, =05

+ x/D=120.1
—— Gaussian Dist.

Probability

10 5 1 L 1 L 1 L L
8 -] 4 2 0 2 4 6 8
c/c’

Fig. 9 Probability density function of concentration at last measurement
station (x/D=120.1). Scaled by the rms

Journal of Fluids Engineering NOVEMBER 2004, Vol. 126 / 985

Downloaded 03 Jun 2010 to 171.66.16.153. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



o " " " " " " lar field were observed to be much less than the pipe diameter. By

10 -+ 3“’?’3’ 2Dﬁ';£' 2{;?:: 1 x/D=120.1, scalar wavelengths as long as 0.7 m are apparent,
e V20, R25.700, R'-3546 which corresponds to 33.5D. This increase in the scalar length
o - Agomed,,‘(’,m Gu,,key"eta,. scale to lengths much greater than the pipe diameter is predicted

i1 by the theory of Kerstein and McMurtrj12], and is consistent
with the transition to a slower rate of variance decay. These results
point to the development of long wavelength scalar fluctuations as
4 a general characteristic of axial mixing in the far field and are
associated with the transition to a slower scalar variance decay
rate.
i As can be seen from Figs. 11 and 10, the behavior of the nor-
malized variance exhibited only subtle variation for differing ve-
locity ratios. The velocity ratio of 2.0, however, attained a lower
peak magnitude than the velocity ratios of 0.5 and 1.0. This dif-
ference in amplitude can be attributed to the difference in flow
conditions of the jet. For the velocity ratio of 2.0, the jet flow was
turbulent Ry=3546), while for the velocity ratios of 0.5 and 1.0
20 40 50 80 100 120 1a0 the jet flow was laminar Ry;=1062) and transitional Ry

x/D =2126), respectively. Also, the wake structure at the exit of the
jet is different for the three different velocity ratios. These effects
combine to reveal differences in mixing behavior in the first few
pipe diameters downstream. To understand these near field effects,
more measurements would be required in the near field of the

. . . ' - . injector. These are not available for this experiment so this ques-
Guilkey et al. mclu_ded in the figuyenas '”d.'cat.ed a transition to ion is left open for further investigation. The current work, how-
power law decay in the far downstream in pipe flow mixing.

Variance/Mean®

Fig. 10 Normalized scalar variance versus  x/D on log-linear
coordinates

specific power-law form is not observed here, but the clear tr ver, is focused on the far-field mixing and these results suggest

sition to a slower decay rate is evident. In this mixing configura-
tion, the mean concentration at the centerline is continually de-3.2.2 Higher Order Moments.To further characterize the
creasing downstream due to entrainment of pure water. This is an&ing behavior as the flow developed downstream, the third and
possible reason for the departures from purely exponential #Q,rth central moment&kewness?/?m and kurtosisF/?z)
power-law decay as seen in other pipe mixing configurations. Thi$ the concentration fluctuations were computed as a function of

process of continual dilution is not present, for example, in ga| [ocation. As can be seen in Fig. 13, the skewness undergoes
closed stirred tank or in the pipe flow mixing configurations stud-

ied by Guilkey and coworkergl3—-15. However, the transition
from a rapid mixing rate to a slower mixing rate is still apparent in
the mixing in this configuration. These results, combined with
previously studied different mixing configurations for pipe flow
indicate that the transition to a slower mixing rate is a generic
feature of downstream axial mixing in pipes.

To further investigate the mechanisms involved in this mixing
transistion, the centerline concentration times series is shown at
four differentx/D for Vg=1 in Fig. 12. An important feature of
the scalar field evolution depicted in the time-series is the emer-
gence of a low frequency scalar fluctuation with downstream de-
velopment. Atx/D = 1.5, the characteristic fluctuations of the sca-

at velocity ratio effects are not significant in the far field.

10 T

—— V=0.5, R=30,700, R =1062
—o— V=10, R=30,700, R =2162
—6— V=20, R =25,700, R =3546
—*— Adopted from Guilkey et al.

Concentration (mL/L)

-
o

&

variance/Mean?
[=]

16.8 W07 M [WD=120.1

16.04 : ,

- . 00 05 10 15 20 25 3.0

1
0 1°xID 10 -I-“.I.IE {5]
Fig. 11 Normalized scalar variance versus  x/D on log-log Fig. 12 Centerline concentration time series for Vz=1.0, plot-
coordinates ted for increasing x/D. (Note change of scale with  x/D)
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is taken to indicate spectral intensity transport from these interme-
diate frequencies to both higher and lower frequencies. Note that
by x/D=75, a low frequencylong wavelength contribution to

the scalar spectrum is clearly evident. This is followed by a drop
to a fairly flat region preceding the decay at higher frequencies.
The dynamical velocity fluctuations are restricted by the pipe di-
ameter. For the flow case shown, the frequency associated with an
outer diameter sized eddy is approximately 40 Hz. This observa-
tion is consistent with the Kerstein-McMurtry theory and the ex-
perimental work of Guilkey et a[13] The low frequency fluctua-
tions can communicate only through a turbulent diffusivity
mechanism with a length scale on the order of the pipe diameter,
leading to the transition from an exponential to decay, to a slower
form. Although theory predicts a transition to a power-law decay,

-0.2} ]
- N N N N N . K]
%4 20 40 60 80 100 120 140 10
xD
Fig. 13 Skewness of the concentration fluctuations plotted as 10°

a function of x/D

9(c)

a large initial increase. This is a result of the introduction of pure
water from the main channel into the centerline measurement
area, as also seen directly in the pdfs. As mixing procedes, a more
uniform concentration develops, centered around he mean value.
By x/D~60-80 the skewness approaches zero.

The kurtosis also initially increases, indicating high probability
of experiencing concentrations toward the tails of the pdf. As
mixing proceeds downstream, by aboutxd® ~50, the kurtosis
is nearing its Gaussian value of 3.0. It is interesting to note that
the appearance of the Gaussian distribution correlates with the
emergence of the low-wave-number scalar fluctuati¢Bee Fig.

14)

3.3 Spectral Analysis. Examination of the concentration
time seriegpresented aboyeshed insight into the length and time
scales associated with the concentration field with downstream __
distance. The qualitative behavior of the long wavelength scalar &
length scale development can be viewed from a more quantitative
perspective by observing scalar spectra.

As seen in Fig. 15, the scalar spectral shape changes dramati-
cally with x/D. The primary evident feature is the downstream
depletion of the spectral intensity at intermediate frequencies, and

—+— V=05, R;=30,700, R = 1062
o= V=10, R 30,7000, R 2162

55 _+ V=20, R =25,700, R =3546 ||

()

Frequency (Hz)

N -

T T
4 68 4 68

8
10 100 1000
“ Frequency (Hz)
10

Fig. 14 Kurtosis of the concentration fluctuations plotted as a

function of x/D
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x/D

80

100

120

140

107 T T
10 100 1000
Frequency (Hz)

Fig. 15 Concentration power spectral densities as a function
of x/D. Development in the far field reveals indicates the deple-
tion of spectral intensity at midrange frequencies owing to

spectral transfer to both higher and lower frequencies
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Fig. 16 Concentration time series of sensors 6 and 7. Note the same
y-scale windows size, but different ranges, as well as the shifted time range
(x axis)

the theory does not take into account of additional entrainment eénsors. The lack of correlation between sensors 1 through 4 in-
pure fluid into the marked scalar stream. Due to this increasditates that the low-frequency structures had not developed to a
level of complexity, the transitional nature of this configuratiosufficient state and only become prevalent after sensor 4. This
has yet to be fully characterized. propagation of low-frequency structures is characteristic of the
downstream mixing region and indicates that the mixing evolution
th this region is very slow. This slow mixing evolution in the
wnstream region gains importance for industrial mixing/

ction applications whose effectiveness is sensitive to incom-
lete mixing owing, for example, to cost or environmental
Hcerns.

3.4 Correlations. Observation of the time series for sensor
6 and 7, with the signals shifted to account for the time required
travel between the sensors, reveals the propagation of Iong-liv?
low-frequency scalar structurgsee Fig. 16 Also apparent in
Fig. 16 is the conversion of intermediate frequencies to bo
higher and lower frequencies from sensors 6 and 7 as discusse
above relative to the spectral analysis. For model experiments this
phe_r_10menon was predicted by Kerstein_and McMuftrg] and 4 Conclusions
verified by Guilkey et al[13]. The seven simultaneously sampled ) -
signals seen in Fig. 12, allowed the space-time structure of theAn experimental facility and measurement system for the study
signals to be explored. The centerline concentration correlati§haxial flow mixers has been constructed, calibrated, and tested.

coefficient This experimental facility allowed for the examination of the ef-
fects of velocity ratio for a fixed outer to inner pipe diameter ratio
C.(1)Cp(t+AL) of 14.5.
Ra-p(At)= T Cixcl 1) Effects of velocity ratio were limited to the first few pipe diam-

eters. This is due to the velocity profile returning to an approxi-

was determined, for any pair of sensom,k). In the above equa- mately fully developed state after 2-3 outer pipe diameters
tion, C, andC,, represent the concentration measured for the uproximately 50 inner pipe diametérsfor the velocity ratios
stream and downstream sensors, respectivelyCdnahdCy, rep- studied here. The scalar statistics and mixing behavior in the far
resent the root-mean-squaiRMS) value of the entire time series field showed minimal effect of the initial velocity ratio.
for sensors 1 and 2. Space-time autocorrelations between sensoiithe scalar variance decay initially experienced a rapid increase,
5-6, 5-7, 6-7, and 1-4 are seen in Fig. 17. The expected valueas pure water from the main pipe was transported to the center-
At was predicted by taking the convected length, or the lenglime. This rapid increase was followed by a rapid, approximately
between the sensors, and dividing it by the fluid velodityg.,, exponential decrease. After about 50 pipe diameters, the variance
through the use of Taylor’'s hypotheki#\ strong correlation be- decay transitioned to a much slower decay rate. In more ideal
tween the expected value dft and the calculated value dt mixing cases in pipes, Guilkey et dll3] showed the initial de-
indicates a coherent advection of scalar structures between thease in variance to be clearly exponential, followed by a power
sensors. An increase in the peak width and correlation value widw. This is in accordance with Corrsin’s thedd0] for the near
an increasing/D seen in Fig. 17 indicates that the low-frequencyield and the Kerstein McMurtry theory in the far field.2] The
content is becoming more prevalent as the flow develops dowseparture from the ideal case seen in these experiments is attrib-
stream. Examination of Fig. 16 indicates that between sensorsitéd to the continual entrainment of pure water to the mixing
and 7 the low frequency scalar structures are propagated dowegion during the downstream development. The emergence of the
stream with little distortion. predicted low-frequency scalar fluctuations was clearly evident in

Correlations between sensors 5, 6, and 7 are shown becaalecases and consistent with the transition to a slower rate of
they were the only plots with a peak value within 5% of thatariance decay. This was demonstrated by a direct measurement
predicted by Taylor’'s hypothesis. The correlation plot for sensoos the scalar time series and a correlation analysis performed be-
1 and 4 displays the lack of similar structure between the twveen the seven downstream locations. The scale of these struc-
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Turbulent Flow Hydrodynamic

Experiments in Near-Compact

Heat Exchanger Models With
Lwison | Aligned Tubes

Arunn Narasimhan* : : . .
Hydrodynamic experiments measuring longitudinal pressure-drop versus flow rate are

S. P Venkateshan’f conducted for turbulent flow of air (channel hydraulic diameter based Reynolds number
range of 2300 to 6860) through near-compact heat exchanger models with rod bundles
having aligned (inline) arrangement. Effects of the flow (Re), the geometry parameters,
and number of rods of the test models on the nondimensional pressuré-drepstudied
in detail. Treating the near compact heat exchanger model as a porous medium, a dimen-
sional pressure-dropAP/L) versus average velocity of flow (U) model similar in content
to a non-Darcy porous medium model, is shown to fit the experimental data with fair
accuracy. Variation in form drag related to, and induced by the flow and geometric
parameters are shown to be the reason for the pressure-drop variations of different mod-
els. The relation between the porous medium type m@lBl/L versus U) and the ¢
versus Re” model is discussed with careful attention to the differences in the two transi-
tions viz. laminar to turbulent and viscous-drag to form-drag dominated flow inside the
models. A proposed correlation for predictirdg ably capturing all of the form effects
induced by the flow and geometric parameters, is found to give predictionsR2ito
accuracy.[DOI: 10.1115/1.1845553

Heat Transfer and Thermal Power Laboratory,
Department of Mechanical Engineering,
Indian Institute of Technology Madras,
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Introduction spacing(b) is to increase the overall pressure drop. However, for

o . b>3, the configuration loses its compactness and cannot be
Compact heat exchangers, with high surface-to-volume eatioyeated as a near-compact heat exchanger.

normally greater than 700%m?® andD, less than or equal to 6  Taking cue from the literature, which shows a dearth of useful
mm [1,2], are useful in engineering applications such as air conesearch data, this paper reports hydrodynamic pressure-drop ex-
ditioning systemg2], air borne power plants, and cooling appli-periments in rod bundles in alignéthline) arrangement within a
cations[3]. The hydrodynamic parameter of chief interest is theectangular test section forming a near-compact_heat exchanger
overall pressure-drop across the compact heat exchangersmaglel (with « value ranging between 100 and 308/m), stud-
pressure-drop penalty paid for an increase in heat transfer coeffd for fully developed turbulent flow configuration. Experiments
cient in heat exchangers can be quite high. However, heat d%r€ performed in turbulent flow through rod bundle models hav-

changers with values falling reasonably below that of compact!d three different diametersit2,3,4 mm), selected with a wide

heat exchangeréx=100 to 300 i¥m?®) and D\, ranging over 6 gzggr:;rt:e characterizing geometric parameters for aligned ar-
mm also find themselves useful in many practical applications 5" ¢ the objectives is to treat these near-compact heat ex-

such as heat exchangers for low grade energy, the cool ability §fanger models as porous media and to delineate the effects of the
nuclear reactors following a loss-of-core cooling accident, the dgeometry of the rod bundles asfarm resistance of the porous
cay of heat removal from spent fuel storage tanks, and stegfedium, which predominate the viscous resistance for high ve-
generators in nuclear planid]. The advantage of these neardocities. This approach of viewing compact and near compact heat
compact heat exchangers is the smaller overall pressure-drop.exchangers as porous medium, although not [@whas evoked

Zukauskag5] reported data for air and water, in the turbulentecent interestgl0,11]. For instance, frictional losses and convec-
and transitional regimes, flowing through rod bundles with fixetion heat transfer in sparse, periodic cylinder arrays under laminar
rod diameter =19 mm) and small relative transverse spadiag air cross flow was evaluated in the recent studies by Martin et al.
<1.1). Recent reviews on compact heat exchan§&@ and tur- [12-14 basgd on a clear dlspnctlon between fluid continuum and
bulent cross flow over rod bundIég] reveals lack of experimen- POrous continuum. A comparison of pressure drop versus flow rate
tal data in the turbulent flow configuration for rod bundles havin sults with the Erguri9] and non-Darcy(quadratic in velocity

rod diameters less than 5 mm, one of the criterion for com g;e porous medium flow relations was made to examine their
! . P lidity. Results suggest that the Ergun equatiwhich is known

heat exchanger§l] and the modeD,y ranging between 6 and 19 4, e \ajid for a packet bed of spheres dréind the non-Darcy

mm, which we termnearcompact heat exchanger. Numericabqgyation do not correlate well with the numerical results.

simulation[8] done for turbulent flow of aifwith Re range of

5000 and 100,0000ver a single(aligned row of rods of fixed .

diameter shows the effect of increase in the relative longitudinEXPerimental Setup

Figure 1 shows schematically, the experimental setup. A recip-

*Corresponding author; e-mail: arunn@iitm.ac.in rocating compressaiMake-Kirloskar, Model No-TC 500, capac-

'E-mail: spv@iitm.ac.in ity 0 kPa to 600 kPgrprovides a steady continuous discharge of

Contributed by the Fluids Engineering Division for publication in tiee/BNAL ; : . P S
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering DivisionCompresserj air, free of pulsation and with minimum agitation,

November 28, 2003; revised manuscript received June 4, 2004. Review condudfddich is sent through a pressure reguldiange 14 kPa to 1040
by: M. Volkan Qtiigen. kPa, which regulates the discharge to be at 1.5 &0 kPa
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Valve Orifice Plate Initial Test
! \ section  section
Reciprocating Bleed
Air Compressor

Fig. 1 Schematic diagram of the experimental setup

throughout the experiments. A valve controls the discharge of &mngth (3 m and 0.5 m, respectivelyand of similar rectangular
from the regulator to the test section before entering which ajeometry(see Fig. 1 to ensure fully developed flow conditions
passes through an orifice plate measuring the discharge anpig

desiccant air dryefMake-Sanpar, Model No-SHD AA 040, capac- | the installation of the test models inside the test section, all
ity 0 to 15 CFM with 5 um air filter to remove moisture and d'rténéntential leakgfor instance, between the outer walls of the model
up to 99%(this drier was used for most of our experiments, bas and the inner walls of the test sectjcare properly sealed. Static

on the air humidity on a particular dpyThe test section is a flow .
channel of rectan{;ular c?oss sectidré(w: 120X 30X 50 mn?) pressure tapemade _o_f 1 mm bore staln_l ess steel tybmeross the
into which the test models with the aligned rod arrangement afet Section are positioned at 108 mm intervals along the length of

inserted. The inner walls of the test section are coated withtR¢ upper wall of the flow channel and this is the magnitude of

noncorrosive paint having a smooth surface finish. The test sé@ngthL in Fig. 2, for all of the models. Pressure measurements on

tion is sandwiched between an initial and final section of sufficietiie taps were done by digital micromanomei@anufactured by
Furness Controls Ltd., USA+0.45% full scale accuragy The
calibration of the orifice meter measuring the discharge is done
using the procedure listed [116] and the accuracy of the orifice

® ® meter is determined to be 0.25% for full-scale reading. Discharge
Su d pressure measurements were carried out by another micro-
7 ! T : manometer connected to the orifice plate, measuring a range of
T | ' ’ ! flow rates from 0.0015 Afsec to 0.00405 fisec(U between 0.8
! | AR ' and 3 m/$. For ensuring isothermal experimental conditions and
| | | i | | for correcting the dry air densityp) and viscosity(w), the dry air
AN temperature at the inlet and outlet of the test section are measured
L - i using Resistance Temperature Detectors connected to a thermal
systems indicatofmodel No: DQ 100. The dry air temperature
Ne=3 Ne=15 difference between inlet and outlet of the test section is found to
be negligible for all experiments.

Fig. 2 Photograph of a test model marked with the relevant
geometric parameters

Table 1 Characteristic parameters of test models

Model size:L X Bx W= 108x 30X 50 mn?

d St w a b c el Du

Model (mm) (mm) (mm) (mm) =S;/d, =S /d, =w/d, Ng N¢ (m?md) (mm) ¥
1 2 7 8 25 3.5 4 1.25 15 4 200.11 151 0.0478
2 2 8 10 1.5 4 5 0.75 12 4 181.69 16.6 0.0383
3 2 7 10 2.5 35 5 1.25 12 4 181.66 16.6 0.0383
4 2 6 9 15 3 4.5 0.75 13 5 209.03 13.2 0.0523
5 2 8 7 15 4 3.5 0.75 17 4 211.62 14.3 0.0537
6 2 10 8 3 5 4 1.5 15 3 175.90 18.6 0.0354
7 2 10 7 3 5 3.5 15 17 3 185.31 17.7 0.0402
8 2 10 6 3 5 3 15 20 3 200.11 16.3 0.0478
9 3 6 6 4 2 2 1.33 19 4 281.59 9.1 0.136
10 3 7 7 3 2.33 2.33 1 16 4 253.43 10.1 0.114
11 3 8 8 45 2.66 2.66 1.50 15 3 209.96 13.9 0.0801
12 4 7 7 1.5 1.75 1.75 0.38 16 4 302.45 6.8 0.205
13 4 8 8 4 2 2 1 15 3 243.19 10.5 0.143
14 4 9 9 2.5 25 2.5 0.63 13 3 224.45 11.4 0.123
15 2 14 14 0 7 7 0 8 3 100.37 31.57 0.171
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Fig. 3 Longitudinal pressure drop versus average velocity for

all of the models Fig. 4 Nondimensional pressure drop & versus Re for models

having 2 mm diameter rod bundles

Model Parameters and Uncertainty

Experiments were performed on 15 different near compact hdk#id is still in the transition(from laminar to turbulent flowre-
exchanger models constructed with an aligned arrangement of aime (p. 280, Fig. 6.5]15]). However, although the results are
minum rods positioned by riveting to two side structures of 1 mrouped for three different diameters of the rods that are used in
thickness. The test models are periodically cleaned by soakingthe different models, they all reveal the quadratic nature of the
dilute acids to remove fouling on the surface of the aluminurressure-drop dependence on velocity, for higher velocities. With
rods. Following conventiofi2,17], the models are characterizedy and 8 as constants, we may use an equation of the form
using nondimensional parameters whose definitions and values

are detailed in Table 1. A typical model used in the experiments is A_P =yU+BU2 (3)
displayed in Fig. 2, a channel hydraulic diamet®) based Rey- L
nolds number defined as to curve fit the experimental results satisfactorily as shown in Fig.
pDU 3. Following porous media parlanf&0] and setting the constants
Re= —— (1) y=w/K andB=pC, Eq.(3) takes the form
y73
and a nondimensional pressure drop defined as ATP: %U-ﬁ-pc u? (4)
= ﬂ ) whereK andC are, respectively, the permeability and form coef-
pU2/2D ficient of the porous medium, to be determined from isothermal

raulic experiments.

he drag offered by the first term in the right-hand siB&lS

Eq. (4) is because of the viscous friction arising from the con-
tact and shear of the fluid over the solid surfaces of the rod bundle

. . models. In our experiments, this contact surface includes the
m/s to 2.7 m/SRe, Eq.(1), from 638 to 686Q This velocity range bounding walls of the test section as well, for all of the models

covers both the transition and fully turbulent flow regime for th?ested For lower velocities{< 1 m/s), the fluid has better con-
rectangular channel used. tact with the surfaces resulting in the dominance of “viscous

The individual uncertainties in calculating the area of the te§tag.” whi el ; :
h S ag,” which varies linearly with average velocity). Hence, for
section(A) and hydraulic diameter of the duffb) are 0.24% and lower velocities, the pressure-drop data for all of the models fol-

0.27%, respectively. The uncertainty in discharge measuremell -\ ost a linear relation with average velocity).
using the orlf:)ce plate a(r)1d pressure drop using the m'cromanomproceeding from left to right in Fig. 3, it is evident that for
eter are 0.25% and 0.5%, respectively. The uncertaintyof a higher velocities the pressure drop for all of the models deviates

quantityR, V‘.’h'Ch Is a function of ;everal variablég . . .y, can . from being proportional. Although this can be seen as a char-
be found with goodN accuracy using a root-sum-square combingsieistic of the fully developed turbulent flow&1 m/s, Re
tion [16] as ug={Zi_;[(JR/x;)u;]°}"® where u; is the uncer- 3300 entering the test section, the models when viewed as a
tainty in the generic variable; . Using this relation and following porous medium can also be interpreted using(B).For increas-
the procedure listed ifi18], the uncertainty for Re, Eq1), is jng velocity (U>1 m/s, Re>2300, the magnitude of the second
found for all of the modelswith three different diameter rofi$o  term on the RHS of EqA4), identified as the “form drag,” gains
be varying between 0.441% and 0.448% within the experimeni@minance over the first term, thus we enter the fully turbulent
Re range of 638 to 6860. A similar procedure yields 0.88% as thggime where for any particular rod bundle modgbrous me-
maximum uncertainty of the nondimensional pressure-drdp.  dium) inside the test section, flow separation and wake effects
). dominate due to théorm of the rod bundlegporous medium In
. . Eqg. (4), this form drag effect is lumped as a coeffici€hfin Eq.
Results and Discussions (3) as ] proportional toU?.

Figure 3 shows the experimental results of longitudinal pressureTaking Eq.(3) as a guiding hydraulic model, we proceed to
drop versus channel average cross sectional velocity for all of tHelineate the parameters that influengethe form drag coeffi-
14 near-compact heat exchanger models tested. For all of ttient. Using the conventional notations of E¢B. and(2) for Re
models, the pressure-drop dependence on velocity is linear in tired friction factor, Fig. 4 portrays for several(m?m°) values,
lower velocity regime <1 m/s, Re<2300 where the incoming the nondimensional pressure drop versus Reynolds number for the

are used to study the hydrodynamic characteristics of the modeng.?
The hydraulic experiments are conducted with air, flowing und%%
isothermal conditions off;,=30°C with p=1.14 kg/n? and u

=18.5x10 % Nsm2 for the average velocityU) range of 0.28
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Fig. 5 & versus Re for models having 3 and 4 mm diameter rod Fig. 7 Effectof Ncand Ngon &

bundles

near the walls due to the reductiondnFor aligned rod rows with
2 mm rod bundle models. Although for increasimgwe add more a fixed mass flow rate, the overall effect is the reduction of lon-
solid material, increasing the viscous contact resistance for tp#udinal pressure-drop as more flow can be accommodated near
flow, in Fig. 4 we do not find a direct relation betweerand¢  the axis with higher average velocity. Hence, the model with a

What happens is the form drag influencing paramefush asd, larger “a” and smaller “c” experience a lower pressure drop.
Ng, Ng, a b, c) override the viscous drag, which is directIyHence' the corresponding dashed line curve in Fig. 6 is below the

: ! - .2 continuous curve for smallerd” and larger “c” model. This ef-
proportional toa and U. Further, this quadratic effect also varieg, ¢ is fully valid even if the wall cleargncec" goes to zero.

from model to modelincrease in the pressure drop for the same't i5 15 be kept in mind however that the above reasoning for the
velocity) as evident from the “spread” of the results and does NQl¢tacts of “a” and “ ¢ is valid only as long as botiNe and Ng

follow a direct relation with either (Figs. 4 and 5or the diam- emain fixed. For instance, in Fig. 7, the models having identical
eter of the rodgFig. 3). This suggests that the quadratic amplifi= ,» \aues (first and third curve from topdo so by maintaining
cation should be because of the drag effects resulting from the,;, product ofNe and Ng constant. SincéN is no more a
nature of the rod bundles that dependhand gets dominated constant, increasingd” need not necessarily reduce,” the wall
for higher velocities. This drag effect is because of the complXearance. In fact, bothd” and “ ¢’ increase as we go from the
influence of all of the other model parameters such,ds ¢, Nr,  first to the third curve. Reducindc (thus increasing &) re-
Nc and is lumped ag in Eq. (3) [or for constant density, & in  gyces the solid obstruction per cross section, in spite of probable
Eq._(4)]. increase in t,” the wall clearance, resulting in reduced pressure
Figure 6 reveals the effect ofa” and “c” on & for two  grop (¢) for models with aligned rod arrangement.
models having identicdlic, Ng, “b”and surface to volume ratio — notice further that th results for the four models in Fig. 7 are
(e, m9m®). The fully developed turbulent flow with a flattenedgrouped forNc=4 (top two curves and Nc=3 (bottom two
velocity profile[u(y) flattened from the almost parabolic one forcurves). The pairs individually reveal the effect Mg : for in-
the fully developed laminar flow cakenters the model in the test creasing\g, “ b’ reduces, reducing the spacing between two suc-
section as shown in Figs(& and 2b). By increasing ‘4" the  cessive tubes along the flow directi¢see Fig. 2 For an aligned
transverse cross-sectional spacing between the rod rows is dirangement of rods, this results in the downstream rod to be
creased and for a fixelc, this results in the reduction ofc"”  hyshed into the wake and recirculation zone of the upstream rod
the wall clearance. For a cross sect{dfig. 2a)], this result in c4,singé to increase. In the limit ob— 0, the rods along the flow
more unobstructed flow near the axis with higher velocity and {§rection will merge together, forming a continuous sheet of solid
further aided by the tubes crowding in the low velocity regiomaterial. This configuration is akin to a stack of parallel plate
channels. Although, the incoming flow is turbulent, the nature of
the flow through the individual passag@ghether laminar or tur-

6 bulen) depends on the respective passage hydraulic diameter.
o =182 m¥/m’ However, the overall longitudinal pressure drop across the model
13 d=2mm in this limit of b—0 is bound to be lower as the wake effects

between successive rods are completely eliminated, resulting in

4 \\\_ the reduction ofform drag. However, the surface viscous resis-
________________ tance(hence the viscous drags still present and is further am-

plified because of the increase in solid surfabig (s very high.

In addition, by comparing the topmost and bottommost curves, it

Ne=4;Ng =12 is evident that for constaMg(= 15), & increases with increase in
2 b a ¢ N¢ . Further, the two bottom curvewith Nc=3) haveNg equal
- : 333 (1)32 to 15 and 20 while the top groumith Nc=4) hasNg equal to 12

and 15. Comparing them, we may conclude that the effect of

variation inN¢ is stronger than that of the variation M.

0 . . — ' Figure 8 summarizes the pressure-drop results for models with
rod bundles having diameters 3 and 4 mm. The first two curves

2 3 ¢ > 6Rex10'3 7 from the top haveN-=4 and the corresponding models experi-
ence higher pressure drop when compared to the bottom two
Fig. 6 Effect of “ a” and “ ¢” on £ for constant surface to vol- curves havingNc=3. This effect, consistent with the earlier ex-
ume ratio a planation aboulN: under Fig. 7, apparently holds merit irrespec-
Journal of Fluids Engineering NOVEMBER 2004, Vol. 126 / 993
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18 influence of various geometric parameters suchals(andN¢),

“c,” “ b" (andNg) and diameter 8" of the rods of the models.
Hence we relate the influence of all of the geometrical parameters
to F through an empirical correlation of the form

(’ b(1+2c)| ¥ Ng

. a N
F= (6)
(aDM)6
which predicts thé= from the curve-fits within 15% accuracy.

In Eq. (6), ¥ is the volumetric solidity of the model equal to the
ratio of the total volume of solidrods V, and the total volume
V of the modelD,, is the model based hydraulic diameter defined
. : . : following heat exchanger parlan¢&7], as

12

6 7
Re x 107 _ 4A¢L

Fig. 8 Effect of diameter of tubes, N and Ni on & for rods s
with two different diameters whereA; is the minimum frontal flow area of the modalee Fig.
2(a)] and, as defined in the nomenclatufg, is the surface area
offering resistance to flow—uwhich includes all of the rod surfaces,
tive of the diameters of the individual rods. However, it is to béop and bottom wall surfaces, and two side wall surfaces minus
kept in mind that when the diameter of the individual rods behe area where the rods are attached to them. For a “plain” model
comes comparable to the cross-sectional witlhthe effect ofN.  without the rod bundle§.e., ford=0), Eq.(7) will reduce to the
should become redundant. This effect is already apparent in Fignventional channel hydraulic diamef2f15], used to define Re
8, if we compare the individual curves with identichll.: As in Eq. (1). Keep in mind however tha in Eq. (7) can be dif-
diameter increasgfrom 3 mm to 4 mn), pressure drop increases,ferent from the heat transfer area used in defifygin [17] and
as the frontal cross-sectional area is obstructed by more sdlib] but is always equal to the surface area used while definjng
material. the surface to volume ratio of the compact heat exchanger models.
In light of the above discussions, using E@$) and (2), the The nondimensional groupDy, in Eq. (6) can be interpreted
experimental results for all of the tested models can be fitted usiimgtwo ways. It can be viewed as a nondimensional volume ratio,
the simple model equation with the product ofAg and D, in the numerator, and the total
volume of the modeV in the denominator. Alternately, substitut-
i= E+F (5) ing for Dy, from Eq. (7) and a=A¢/V and expandind\{= (B
Re —dNc)W} and A(=BXW) results

whereE andF are constants to be determined from the curve-fits. " Nc

Curve fits are performed on the experimental results in Figs. 4 and aDM:T :445:4( 1- B_/d) (8)

5 using Eq.(5) allowing E andF to take independent values for

each of the models. The comparative results are within 10% @®ere¢ can be interpreted as a transveffsental) surface poros-
shown in Fig. 9. Further, the curve fits yieidas a constant for all jty of the models. WheiNc=0, Eq.(8) yields ¢=1, i.e., there are
the models, equal to 300, whife takes different values for eachno rods obstructing the frontal flow cross section and wNen

of the models. This is expected since we are using experimentaB/d, ¢=0, i.e., no flow results as we have the cross section
results under fully developed turbulent flow, in which case wggvered with solid.

expect the pressure drop to be proportionalu®, leading to Using Eq.(8) in Eqg. (6) results in

dominant changes i for models with a different aligned ar-

rangement of the rods. Further, as discussed from Figs. 6 through b(1+2c)| ¥ Ng
8, these changes iR are effected purely by thiorm of the rod T a ﬁ
arrangement leading to variation in théofm drad’ induced by F=001] —— " (9)
the wake and separation behind each of the rods because of the ()8
An immediate observation from E@8) is asN¢ increases for a
20 fixed model breadti and diameter of rodl, the surface porosity
Eexp ¢ decreases and this in E() leads to a large increase in F
Eorr d (mm) [notice ¢ in Eqg. (9), is raised to power 6 in the denominaftor
1.6 g=§99+FE s o2 WhenF is substituted into Eq5), we observe an increase in the
Re  Eal9) G 3 nondimensional pressure drop, consistent with the strong influ-

ence ofN¢ on the experimental pressure-drop results that we ob-

served in Figs. 7 and 8. Further, E@®) is consistent with the

other observations such as the weak increase in pressure drop for

increase iNNg observed in Fig. 7 wheN is fixed and the com-

bined effect of ‘a” and “ ¢” on the pressure drop identified in Fig.

6, while the other parametefd, b, Ng, andN¢) remain fixed.

0.4 1 Finally, the strength of changingc overriding the effects of &”

and “c” as observed in Fig. 7 is also predicted correctly by Eq.
9).

0 0 14 ag 42 56 70 Using Eq.(9) to calculateF, Eq. (5) becomes a predictive tool

for finding pressure drop across models with rods in aligned ar-

rangement encountering turbulent flow. The results of the predic-

Fig. 9 Comparison of the £ prediction using Eq. (5) with the  tions from Eq.(5) agree within=20% with our experimental re-

experimental £ results sults, as shown in Fig. 10. Additional comparisons with previously

Re x 10°
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Fig. 10 Comparison of the & prediction from Eq.
from Eqg. (9), with the experimental £ results

(5) using F

published results are performed for the model, &g. along with

such, to use the proposed correlation, B, to “verify” earlier
correlations. Likewise, using model-number 15, a specific model
designed with wall clearance=0, the comparison between our
proposed correlation and that[@2] and[23] is marginally agree-
able. The differences are due to the difference in tube diameters
(d=2 mm, for model-number J%nd the range for&” (=7, for
model-number 16 Further, from Fig. 6.19 of7] one may find,
Zukauskas's data ford” and “b” equal to 2.5 is extended into
the low Reynolds numbers range by the present work.
Expanding Eq.(5) by substituting for¢ and Re from Eqs(2)
and (1), respectively, and rearranging,

AP m

- 2
L= 20%E) U U (10)

F
*rlop

Comparing Eq(10) with Eq. (4), we findK andC of Eq. (4) equal

to 2D?/E andF/2D, respectively. In other words, the near com-
pact heat exchanger models with aligned rod arrangement tested
for fully turbulent flow configuration can in the outset be treated
as a porous medium. As the model dependent pararketems

the proposed correlation E@) in Fig. 11. The continuous lines in out to be a constant in the curve fits using Es), the permeabil-
Fig. 11 are the predictions using E§), while the dotted lines are ity K=2D?/E remains a constant for all of the models tested in
using correlations in7] (Zukauskas, 1987and the dashed lines the fully turbulent regimgRe>2300. For a chosen fluid under
are using correlations in the recef®002 extensions of Martin turbulent flow through a model configuration, even the variations

[22], which uses pressure-drop correlations frpa3]. (Gaddis

and Gnielinski, 1986 The model numbergfrom Table 1 for

in K (due to variations in?) will always be overshadowed by the
dominance of the second term in the RHS of E4). SinceC

which these correlations yield their respective predictions areF/2D, the geometric parameters suchdsa (and N¢), ¢, b

shown to the right of each curve.

(and NR) due to their capacity to alter the flow characteristics

The comparisons in Fig. 11 shows only the predictions fromvithin the model because of theiorm, predominantly influence
Eq. (9) are good because the proposed correlation,(8g.stand only the form coefficienC of Eq. (4) throughF, which can be
out from the other correlations in three wayig:a new parameter, found using the correlation in Eq9).
namely, the wall clearance effect, is introduced in our models. TheThe above exercise reveals the nature of the drags involved the
parameter t” in the correlation, Eq.(9), captures the effect of turbulent flow experiments, Eq10), to be consistent with the
wall clearance which is not seen in any of the earlier correlationgprous medium interpretation of E(B). However, we must keep
(i) The tube diameters we have used are 2, 3, and 4 mm, whichmind that Eq.(3) is only a model andccan be used to interpret

are not the ranges suggested by the earlier correlationsn-

more than one physical phenomenon satisfactorily. For instance,

stance, the correlations [22] and[23] are claimed for diameter the similarity in content of Eqg3) and(10) has led researchers to

range greater than 7.9 mpand(iii) The range for paramete@”

believe [19] that “transition” from laminar to turbulent flow

has been extended in our models up tés@e Table 1a’ range (marked by global, channel hydraulic diameBbased Re to be
from 1.75 to 7—Zukauskag 7] has it for 1 through 2.5, while greater than 23Q0through a porous medium like configuration

[22] claim it up to 6 although the original refereni@8] claims it
only up to 3(few experiments were done for8 and up to &

[governed by Eq(10)] implies transition from viscous drddjrst
term in the RHS of Eq(3)] to form drag[second term in the RHS

Hence, even when appropriate modéisodel-numbers 9 and of Eq. (3)] dominated flow regime inside the porous medium.

14) with a=2 anda=2.5 are chosen for comparisdfirst and

However, as mentioned if20], the transition from viscous drag

second data set from the top, in Fig.) lhecause their diameters(D,=uU/K) to form drag Dc=pCU?) dominated flow in a
(d=3 and 4, respectivelyand wall clearance(#0) are different porous medium is better predicted based on the criterion
from parameter ranges for earlier correlations, it is difficult as

100] © 0000000 00nanmeen os0 0o M;)del
l S Ad A 4
£ A AA AAAa AAA \14
Modedl 2 ¢ d(mm)
4.0 e 9 2 1m 3
A 14 25 063 4
] 15 7 (1] 2
— Eq.(9)
= = Martin H/ Gaddis [22, 23]
101 ... Zukauskas [7] 14
" S anEnEnm N 2gs /mssmum | s
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\9
~
14
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Re x10°

Fig. 11 Comparison of the & prediction using Eq. (9) with that

of other published results by  [7,22,23]
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>1

x:(E):(&u (11)

D, i

Using K=2D?/E and C=F/2D from Eg. (10) we find for iso-
thermal turbulent air flow experiments that even for the model
with lowest F tested(Model 7, F=3.1), atU,,;;=0.8 m/s,\ is
18.28, which satisfies Eq11). This implies the flow inside the
rod bundles(viewed as a porous mediyns already form drag
dominated, well within the channel flow transition regime itself
(U<1 m/s and R&2300—i.e., the flow is yet to become fully
turbulent in the initial channel section. This shows that the claim
made by[19] is not correct. This was heuristically pointed out in
[20] and[21] as well. The transition to turbulendeletermined
based on channel hydraulic diameter based Re to be greater than
2300 in the initial flow section is not a criterion for transition to
form drag dominated flow regime inside a porous medium test
section as observed 19]. The flow inside the porous medium
like rod bundle models can already be form drag dominated owing
to the influence of varioukorm parameters such asa (andN¢),

¢, b (andNg) of the rod arrangement inside the models. This is
clearly validated by our experimental results.
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= longitudinal spacing, Fig. 2, mm
= average velocity in the rectangular channel, Fig. 2,
m/s

Conclusions

Hydrodynamic pressure-drop experiments were conducted in
the turbulent flow regime for near-compact heat exchanger models _
(@, 100 to 300 ¥m®), with rod bundles of three different diam- - toltgtlhrré(f)(:ﬁ(le\/rglgrgen((:jlléxgxgl),mrrr;rrf’
eters in various aligned arrangements. The diameter range used in '~ _ mntal wall clearaﬁce/sbaé?ﬁg 'Fig > mm
the present studyd=2,3,4 mm) are different from the earlier ' T
results, to accommodat®,, to be greater than 6 mm, complyingGreek symbols
with the near-compact heat exchanger configurations. The , — surface to volume ratio of the modebd bundlg,
pressure-drop results were curve fitted using a nondimensional (m2m?)
pressure drop versus Re model, E8), which is similar in con- B = form drag coefficient, Eq(3)
tent to a dimensional, low permeability, non-Darcy flow, porous y = viscous drag coefficient, E¢3)
medium model, Eq(4). Treating the rod bundle models as a po- $ = transverse surface porosity of the moételd bundlg
&
N4

sS< c¥
|

rous medium, the “viscous drag” of the rod bundles is found to be (=A(/A), Eq.(9)

a fixed value losing strength, as expected, with the gaining domi- — nondimensional pressure drop, E8)

nance of the “form drag,” for higher R€>2300 turbulent flow. = volumetric solidity of the modefrod bundig
Connecting the various form drag inducing parameters such as (=V./V), Eq.(6)

d, a (andN¢), ¢, b (andNg) of the rod arrangement inside the

models to the form coefficierf in Eq. (5) [or C in Eq. (4)], a

predictive correlation foF is proposed in Eq(9). Using Eq.(9)

for calculatingF, the model Eq(5) predicts within=20%, the References
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Axisymmetric Stagnation-Point
Flow and Heat Transfer of a
Viscous Fluid on a Moving
Cylinder With Time-Dependent
Axial Velocity and Uniform
Transpiration

The unsteady viscous flow and heat transfer in the vicinity of an axisymmetric stagnation
R. Saleh point of an infinite moving cylinder with time-dependent axial velocity and with uniform
i normal transpiration | are investigated. The impinging free stream is steady and with a

Ph.D. student and lecturer, . . . ;
constant strain rate k An exact solution of the NavieBtokes equations and energy

Faculty of Engineering, Azad Univ.,

Mashhad. Iran equation is derived in this problem. A reduction of these equations is obtained by use of
' appropriate transformations for the most general case when the transpiration rate is also
A. B. Rahimi1 time-dependent but results are presented only for uniform values of this quantity. The

Professor, general self-similar splution is obtained when the ax_ie_ll vel_ocity of the cylinder _and its
e-mail: rahimiab@yahoo.com wall temperature or its wall heat flux vary as specified time-dependent functions. In
PO. Box No. 917751111, particula_r, the_cylinder_ may move With_ constant_speec_i, with exponer_nially increa'_sing
Faculty of Engineering, decreasm_g aX|aI_veI00|ty, \_Nlth harmonically varying axial speed, or with acceleratlng_
Ferdowsi University of decelerating oscillatory axial speed. For self-similar flow,'the surface temperature or its
Mashhad, Mashhad, Iran surface heat flux must have the same types of behavior as the cylinder motion. For
completeness, sample semisimilar solutions of the unsteady N&wdes and energy
equations have been obtained numerically using a finite-difference scheme. Some of these
solutions are presented for special cases when the time-dependent axial velocity of the
cylinder is a step-function, and a ramp function. All the solutions above are presented for
Reynolds numbers, Reka?/2v, ranging from 0.1 to 100 for different values of dimen-

sionless transpiration rate, SU,/ka, where a is cylinder radius and is kinematic
viscosity of the fluid. Absolute value of the shear-stresses corresponding to all the cases
increase with the increase of Reynolds number and suction rate. The maximum value of
the shear- stress increases with increasing oscillation frequency and amplitude. An inter-
esting result is obtained in which a cylinder moving with certain exponential axial veloc-
ity function at any particular value of Reynolds number and suction rate is axially stress-
free. The heat transfer coefficient increases with the increasing suction rate, Reynolds
number, Prandtl number, oscillation frequency and amplitude. Interesting means of cool-
ing and heating processes of cylinder surface are obtained using different rates of tran-
spiration. It is shown that a cylinder with certain type of exponential wall temperature
exposed to a temperature difference has no heat trangfe©I: 10.1115/1.1845556

Keywords: Stagnation Flow, Time-Dependent Axial Movement, Time-Dependent Heat
Transfer, Transpiration, Exact Solution

1 Introduction finite stationary circular cylinder. Gorlg6—10], in a series of
Rapers, studied the steady and unsteady flows and heat transfer

is a difficult one due to nonlinearity of these equations. Hiemer?®" @ circular cylinder i_n the vicinity of the stagnat_ion-point for .
[1] has obtained an exact solution of the Navier—Stokes equatidi€ cases of constant axial movement, and the special case of axial
governing the two-dimensional stagnation-point flow on a farmonic motion of a nonrotating cylinder. This special case is
plate. The analogous axisymmetric stagnation-point flow was iRDly for small and high values of the frequency parameter using
vestigated by Homanf2]. Results of the problem of stagnationPerturbation techniques. Recently, Cunning, Davis, and Weidman
flow against a flat plate for asymmetric cases were presented By have considered the stagnation flow problem on a rotating
Howarth[3] and Davey{4]. Wang[5] was first to find exact so- circular cylinder with constant angular velocity, including the ef-
lution for the problem of axisymmetric stagnation flow on an infects of suction and blowing with constant rate. Takhar, Chamkha,
and Nath[12] have also investigated the unsteady viscous flow in
Corresponding author. the vicinity of an axisymmetric stagnation-point of an infinite cir-

Contributed by the Fluids Engineering Division for publication in tiee/BNAL cular cylinder when both the cyIinder and the free-stream veloci-
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division . . : . L . .
October 31, 2002; revised manuscript received November 12, 2003. Corresponcti“ﬁgS vary as a same function of time. Their self-similar solution is

author.

The task of finding exact solutions for Navier—Stokes equatio
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only for the case when both the cylinder and the free-stream \&eady Navier—Stokes and energy equations in cylindrical polar
locities vary inversely as a linear function of time and by takingoordinates governing the axisymmetric flow and heat transfer are
an average value for the Reynolds number. given by[5-10:

The effects of cylinder movement with time-dependent axial Mass:
velocity, and time-dependent heat transfer in general, specially
with different types of harmonic oscillation which are of interest J ow
\ i ! ! —(ru)+r—=0 (1)
in certain manufacturing processes, have not yet been considered. ar Jz
In the present analysis, the unsteady viscous flow and heat transfer
in the vicinity of an axisymmetric stagnation point of an infinite  Momentum:
cylinder with time-dependent axial movement and with uniform
transpiration is considered, though the reduction of the Navier— 7~ ua—u+w(9—u: _ l(?_p v(_+ -2 2 0"
Stokes equations and the energy equation is obtained for the mostdt ar az p or a2 roar 2 572
general case of time-dependent transpiration rate. Our motivation 2
is to generalize the problem of stagnation-point flow and heat
transfer of a fluid on a moving cylinder. An exact solution of the  gw  dw  dw 1 dp (azw 1w aZW) -

Ju 1du u a2u>

ier— i ion i - —HtU—tW—=—=——
Navier—Stokes equations and the energy equation is obtained. The ot ar P 0 9z

_—t - _
> & > o ; ; ; N T 2
general self-similar solution is obtained when the axial velocity of
the cylinder and its surface temperature or heat flux vary in agpergy-:

prescribed manner. The cylinder may perform different types of

motion: it may move with constant speed, with exponentially JT  aT JgT _ 11 o/ aT\ &°T
increasing—decreasing axial velocity, with harmonically varying E+UE+WE:a- T rE — 4)
axial speed, or with accelerating—decelerating oscillatory axial 9z

speed. The cylinder surface temperature and its surface heat %rep p, v, and @ are the fluid pressure, density, kinematic

may have the same behavior as the cylinder motion. viscosity, and thermal diffusivity. The boundary conditions for

Sample distributions of shear-stresses, and temperature field§ Bcity field are:
Reynolds numbers ranging from 0.1 to 100 are presented for dif- '

ferent forms of cylinder movement and different values of Prandtl r=a: u=—U,, w=V(t) (5)
numbers and selected values of uniform suction and blowing

rates. Particular cases of these results are compared with existing a?\ aU, —

results of Wand5] and Gorlg7,9,10, Correspondingly. For com- r—ot u=—K\r-—|-——, w=2kz (6)

pleteness, some semisimilar solutions of the Navier—Stokes equa-
tions and energy equation are obtained and results for a few @xwhich, (5) are no-slip conditions on the cylinder wall and rela-
amples of cylinder axial motion in the form of a step-functiontions (6) show that the viscous flow solution approaches, in a
and a ramp function are presented for different values of flomanner analogous to the Hiemenz flow, the potential flow solution
parameters. asr—oo, Ref.[11].

For the temperature field we have:

2 Problem Formulation r=a: (i) T=Ty(t) for defined wall temperature

Flow is considered in cylindrical coordinates, ¢,z) with cor- L a7 Qu(t) .
responding velocity components,¢,w), see Fig. 1. We consider (i) o Tk for defined wall heat flux
the laminar unsteady incompressible flow and heat transfer of a ©)
viscous fluid in the neighborhood of an axisymmetric stagnation-
point of an infinite circular cylinder when it moves axially with a r—o: T—T,

velocny_ that varies Wl.th tlm?' A.n external amsymmetrlc ra.‘dla\llvhere k is the thermal conductivity of the fluid and(t)
stagnation flow of strain rate impinges on the cylinder of radius 5nq g (t) are temperature and heat flux at the wall cylinder,
a, centered ar=0. A uniform normal transpiratiold, at the resper:vtively.
cylinder surface may occur, wheté, >0 corresponds to suction '~ A"reqyction of the Navier—Stokes equations is obtained by the
into the cylinder, though the formulation of the problem is for th?ollowing coordinate separation of the velocity field:
more general case of time-dependent transpiration rate. The un- '
J— a J— J—
u=—k-—="f(»,7), w=2kf'(5,7z+H(n,7), p=pk?a®P

V7

kk,,__ (8)

T where =2kt and »=(r/a)? are dimensionless time and radial

psipaed —— variables and prime denotes differentiation with respectyto

| : Transformationg8) satisfy (1) automatically and their insertion
. ] l l ' l l into (2) and (3) yields a coupled system of differential equations
1 L in terms of f(»,7) and H(%,7) and an expression for the

_—y - @' ’ L’; T pressure:
] t ¢ 11 at’
nf’”+f”+R%1(f’)2+ff”—}=O 9)

%ﬂ.ﬁf—:—; ,,Hrr+H'+Re[fH’f’H£}T° "

Fig. 1 Schematic diagram of an axially moving cylinder under f2 1 7\2

radial stagnation flow in the fixed cylindrical coordinate system PP =—|—+_—f'42 _) (11)
(re,2) © 2n Re a,
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In these equations, primes indicate differentiation with respect to H(5,7)=V(7)-h(7)

7 and Re=ka%2v is the Reynolds number. From conditio(s
and (6), the boundary conditions fa®) and (10) are as follows:

(20)

p=1: f=s(7), f'=0, H=V(7) O(n,7)=0(n)-Q(7)
12)
n—o: f'=1, H=0
. . — . ) ) .. _Substituting these separation of variables i(i6) and (14) or
in which, s(7)=U,(7)/ka is the dimensionless waII-transplratlon(ﬂ)’ correspondingly gives:

rate.
To transform thg energy equation into a nc_)ndimensional form
for the case of defined wall temperature, we introduce h  h od h' o) Re dV(7) ”
o T T. w3 TR e I
Tw(7)—T.,
I;I/Isa'lking use of(8) and(13), the energy equation may be written o o dQidr  dT,/dr
: n—+—+RePr(fd'/0)=Re PN ——+
0 0 Q Tw—To
0"+0 +R Pr(f@)’ 70 _dWldTel o (14 (22)
7O Re T T,oT.0)70 9
with the boundary conditions as: or for defined wall heat flux:
O(1,7r)=1, O(x,7)=0 (15)
For the case of defined wall heat flux, we introduce o , dQ/dr  dag,/dr
T(7],7')_Toc n?+?+RePr(f0'/0)=ReP Q +
= agu(nik (16) 23)
Now making use of(8) and (16), the energy equation may be
writien as: The general solution to the differential equationg2d) and (22)
90 daq,/d7 or (23) with 7 as an independent variable are as the following:
70"+0'+Re P fO®'— —— ®/=0 (17)
aT Qw
with the boundary conditions as: V(7)=b-Exp(a+iB)7] (24)
0'(1,1)=-1, O(x,7)=0 (18)
Here, Eqs.(9), (10), and (14) or (17) are for different forms of c-Exd (y+i8)7]
s(7), V(7), Ty(7), or gqu(7) functions and have been solved Q(7)= ——————, for defined wall temperature
numerically with Re and Pr as parameters. For the sake of brevity, Tw(m) = Te

only results fors(r) =constant are shown in this paper. (25)

For Uy(7)=constanfs(r)=constant none of the boundary
conditions of Eq(9) are functions of time, and assuming steady-

state initial conditions for this equation, we have: C-Exp(y+id)7] )
7)=——————, for defined wall heat flux
of’ Qu(7)
7=0———=0 (26)
aT

Therefore, in this case E) is reduced to the form: )
Here,i==1 andb, «, andB and alscc, vy, and § are constants.

pf”+1"+Re1—(f)*+ff"]1=0 (19)  substituting these solutions into the differential equation€ib)

Steady-state solutions are obtained by solving this equation. Sift¥! (22 or (23) with » as an independent variable results in:
none of the boundary conditions é1is time-dependent, then this
function does not change with respect to time and the result of ]
steady-state solutiofr=0) is the same as the solution for all the nh"+h'+Rg fh’—f'h—ah—igh]=0 (27)
later times(7>0). Thusf(#,7)=f(#%) and consequently Eq9)
can be reduced to E@19).

Equation(19) is the same as the one obtained by Wghijgand 70"+ 6'+Re Prfo' —y0—i50)=0 (28)
its solution is known. Here, Eq$10), (14), and(17) are solved
for different forms forV(7) functions and prescribed values of
surface temperature or surface heat flux. In what follows, first thehe axial velocity boundary conditions are:
self-similar equations and the exact solutions for some particular
V(7), T,(7), andq,(7) functions are presented and then, for
completeness, the semisimilar equations and their numerical solu- n=1: h=1 (29)
tions are obtained and sample results for 8d) are presented.

3 Self-Similar Equations 7—: h=0 (30)

Equations(10) and(14) or (17) can be reduced to a system of
ordinary differential equations if we assume that the functioRor the above defined wall temperature and wall heat flux, respec-
H(#7,7) in (10) and®(#,7) in (14) or (17) are seperable as: tively, one obtains:
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O(1n)=1=6(1)-Q(n—0(1)=1Q(n)=1—=Ty(7)—T,=c-Expg (y+id) 7] (31)
©'(L7)=—1=6'(1)-Q(r)— ' (1)=~1.Q(r) =1 qy(7) =c-Expl(y+1)7]
® (e, 7)=0= () Q(7) — () =0 (313)

Note that, in(24) b=0 corresponds to the case of a cylinder wittd  Semi-Similar Equations
no axial movement, wand]. If b#0 anda=£=0, (24) gives the

case of a uniformly moving cylinder with constant axial VeIOCityChoserN(r) T,(7), andg,(7) functions. The solutions obtained

Gorla [7]. b#0, B#0, and «=0, corresponds to the case of i RS X .

- : . - A his way, are called semisimilar solutions. These equations, alon
moving cylinder with a harmonlq velocity in its own plane, G(.)rlawith bo%mdary conditiong12), (15), and (18) wereqsolved by 9
[9]. The case ob+#0, a#0, B8#0 is the most general case which ’ ’ ’

is considered in this paper. H=a=p8=0 andc#0, y=5=0,

Equations(10), (14), and (17) may be solved directly for any

using a central finite-difference method which lead to a tri-
diagonal matrix. Assuming steady-state fex0, the solution

Egs. (31) correspond to the result of Gor[d0] which is for a : .
. . S . starts fromV(0), T,(0) or gq,(0) and marching through time,
stationary cylinder. Other combinations of valuexof, andéin ime-dependent solutions for>0 were obtained. Sample axial

fli?fffnlgt?cl)\rlles different time-dependent wall temperature and he@ locity profiles will be presented in later sections.
To obtain solution of Eqs(27) and(298), it is assumed that the 5 Shear-Stress

functionsh(#) and 6(7) are complex functions as: ) _
The shear-stress at the cylinder surface is calculated from:

h(n)=hy(n)+ihy(7) (32) W
. =lpu— 42
6(n) = 61(n) +165( ) (39) il L “2)
Substituting (32) and (33) into (27) and (28), the following whereu is the fluid viscosity. Using definitiof8), the shear-stress
coupled system of differential equations are obtained: at the cylinder surface for semisimilar solutions becomes
" ’ [ YA — 2 —
nhll’+h}+Re(fh} f’h1 ah1+,8h2)_0 (39) U:—M[Zkf"(l)~Z+H'(l,7’)] (43)
77h2+h2+quh2_f hz_ahz_ﬁhl)—o a

Axial surface shear-stress for self-similar solutions is presented by

761+ 01+Re Pr(f 01— y0,+ 56,)=0 (35) the following form:

004+ 0)+Re P(foy— y0,— 56,)=0

2K :
The boundary conditions for functiorish, and 8 become: o= ?{Zkf (1)-z+b Exp(a7)[(hi(1)cogB7)
7=1:f=s, 1'=0,h=1, 6=1 (or ¢'=—-1) (36) —hy(1)sin( 7)) +i(hi(1)sin( A7) +hj(1)cos B7))]}
n—w: f'=1, h=0, =0 (37) (44)

— . . . o The real and imaginary parts of the shear-stregs=di are indeed
where s=U,/ka is the dimensionless wall-transpiration rat§ne same but with a phase differencend®. Thus, there is no need

which is assumed uniform. Hence, the boundary conditions @§ presentation of both of these parts. Some numerical values of
functionsh, andh, are: real component will be presented later for a few examples of axial

7=1: h;=1, h,=0, 6,=1, 6,=0 (or 6;=—1,0,=0) velocities.

(38) & Heat Transfer Coefficient
n—: h,;=0, h,=0, 6,=0, 6,=0 (39) The wall heat transfer coefficient and rate of heat transfer for

) defined wall temperature case are given by:
The coupled system of Eq§34) and (35) along with boundary

conditions(38) and (39) have been solved by using the fourth- aT
order Runge—Kautta method of numerical integration along with a q —k ar
shooting method, Press et f13]. First, Eq.(19) was solved by h=—% _ r-a

guessing initial values fof”(1) and intergrating until the conver- Tw=Ta Ty Te

gence reached. Then, the initial values hf(1), h5(1) and 2k

6;(1), 05(1) [or 61(1), 6,(1)] wereguessed and the integration =— 5 ©'(Ln for semi-similar case

was repeated until convergence was obtained. The value of

h,(7)=0 and 6,(7)=0 was assumed initially and then by re- k | o o

peating the integration of these two systems of equations, final =— 5 [01(1)+i6(1)] for self-similar case  (45)
values ofh(#%), hy(#%), and 6,(7n), 6,(n) were obtained. In

these computations the grid size was chosen 0.001 and the trun-

cation error was set at 1E-9. Ow=— 39'(117)(TW—T00) for semi-similar case
The axial velocity is:
2k
V(7)=b Explar)[codB7)+isin(B7)] (40) gu=-— ;C Exp(y7)[{61(1)cog 87)— 05(1)sin(57)}

and thus, théd(#,7) function from definition(20) becomes: Hi{0}(1)sin(87)+ 03(1)cog 57)}]  for self-similar case

H(»,7)=b Expla7)[(hy cogS7)—h, sin(f7)) +i(h, sin(B7) (46)
+h,cogB7))]. (41) And for defined wall heat flux case:
1000 / Vol. 126, NOVEMBER 2004 Transactions of the ASME
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Fig. 2 Sample profiles of,
accelerating and decelerating exponential axial velocity for selected values of suction
and blowing rates

he_w 2k 1 ¢ i-simil
=TT, "a @1y of semisimilar case
2k 1

) for self-similar case (47)

_E( 0,(1)+16,(1)

a
(Ty—Tx)= ﬂ(a(l,r)qw for semi-similar

a
(Tw=Ta)= 5 ¢ Exp( y7)[{6.(1)cog 67)

— 05(1)sin( 57)}+i{6,(1)sin( 57)

+0,(1)cog 67)}] for self-similar case (48)

sl
A4 0 1 2 3 4 § 6 7 8
o

®)

(a) h(mn), (b) axial shear-stress parameter, for cylinder with

prescribed values of surface temperature or surface heat flux, and
selected values of suction and blowing rates are presented.
Sample profiles of thé(») function for V(7) in accelerating
and decelerating exponential form at-Re are presented in Fig.
2(a), for selected values of suction and blowing rates. It is inter-
esting to note that as increases, the depth of the diffusion of the
fluid velocity field decreases. Far<0, at any rate of suction and
for the absolute value aof greater than a certain value, the fluid
velocity in the vicinity of the cylinder cannot decrease with the
same rate as the cylinder axial velocity and, therefore, in this
region the fluid velocity is greater than the cylinder velocity. Note,
a=0 indicates the case of a moving cylinder with constant axial
velocity, Ref.[7]. Further, it is seen that as the blowing rate de-
creases or when suction rate increases, the depth of the diffusion
of the fluid velocity decreases and vice versa. Also it is evident

From (45) and (47), it is seen clearly that for self-similar casesfrom this Figure that the boundary layer becomes very small for
the wall heat transfer coefficient is not a function of time contranyfigh suction rates and the effect@is negligible on the thickness
to the fact that wall temperature and wall heat flux are timesf this layer. On the contrary, high rates of blowing thickens the

dependent.

7 Presentation of Results

In this section, the solution of the self-similar Ed27) and
(28) and the semi-similar Eqq10), (14), and (17) along with

boundary layer and in this cagehas a strong effect on it. The
axial shear-stress parameter on the surface of the cylinder for an
exponential axial velocity in terms of accelerating rate atRe
displayed in Fig. &) for different rates of suction and blowing
show that with increasing value of this parameter and the slope

surface shear-stresses for different functions of axial velocity aofl the curves decrease. This means that the absolute value of

0.9 V(7)=b.oxp(iBr)

Re=10.

p=0.
m{Z " g2

Viv=b.epl(c+ 1 B)]
Re=10. B=1.

@

Fig. 3 Sample profiles of

tion, (b) accelerating and decelerating oscillatory motion for selected values of

suction rates
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h.(%) and h,(5) for cylinder with (a) axial harmonic oscilla-
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Fig. 4 Real part of axial shear-stress at z=0 for cylinder with (&) harmonic oscillation for
B=0, 1, (b) accelerating and decelerating oscilllatory motion for a=-—1, 0, 2, and B=1, for

selected values of suction rates

shear-stress increases with increasigand its sensitivity de- ning of the diffusion of the fluid velocity is observed, but now
creases with respect to variationsmfFurther, it is concluded that with increasing values aof and suction strength. Further, it is seen
as suction rate increases, the absolute value of the axial shdam both Figs. 8a) and 3b) that with increasing rate of suction
stress increases. The practical application of this result is that the effects ofe and 8 fade away.
providing blowing on the surface of a cylinder, reduction of resis- The real part of axial shear-stresszat0 on the surface of the
tance against its axial movement inside a fluid can be achievedcylinder with pure harmonic and accelerating and decelerating
is also interesting to note that at any Reynolds number and suctistillatory motion at Rel and 10 is displayed in Fig. 4, for
rate, there is a particular value of negativdor which the value selected values af, B, and suction rate. This shear-stress is for a
of shear-stress is zero. This is to be expected since the movenmmplete period between 0 ane-2From Fig. 4a), the maximum
of the cylinder in the fluid and the natural effect of decay obf the absolute value of the shear-stress increases with increasing
viscosity are happening in the same manner, then no sheawvdues of both3 and suction rates. Her@=0 corresponds to the
exerted on the cylinder by the fluid. This interesting result opermsse of constant axial velocity, as in REf]. From Fig. 4b), the
the way for an analysis into flows for which a cylinder movingnaximum absolute value of the axial shear-stress increases when
with certain combination of Reynolds number,and suction rate the value ofe and suction rate increase. Furthes 0 corresponds
is axially stress-free. to the shear-stress of the pure oscillation case that was obtained by
Sample profiles of thdn(7) function at Re=10 are given in Gorla[9] by using perturbation methods and only for very high
Fig. 3(a), for pure harmonic motion of the cylinder with differentand very low frequencies. Also from these Figures, the shear-
frequencies and suction rates. The cas@o0 is the same as in stress and the axial velocity,(7), have phase differences. Com-
Ref.[7] and clearly the imaginary part &f( %) is zero. As in the paring Figs. 4a) and 4b), it is evident that the surface shear-
foregoing discussion, we observe that the thinning of the diffusi@tress increases with increasing values of Reynolds number.
of the velocity field with increasing values of boghand suction Figure 5 presents the semisimilar solution for different forms of
rate is evident. Samples of tti€ %) function for an accelerating time-dependent axial velocity in which the functiofy(»,7) is
and decelerating oscillatory motion are presented in Fig), 3or shown in terms of and for different nondimensional time values
selected values a#, B, and suction rates. Again, the rapid thin-and Reynolds numbers for zero suction. The process of obtaining

1 1
09K P T z‘(‘;“"‘z::’ 09F {vm-o.m«o.
W=1. 3 E
08 b (V=1 for<o. osk Vitiet for >0,
i Vir) = 0. forr> 0. Re=10.,820,
£ P
o7 Roz0.1.8=0. oTE
o8k
S osf
kA E
I o4k T=1
! 03
0.3fF .6
o2 N\
Y]
o
YRS W S [ VAT VRN S SN T SUOUY S S SN [ G S R
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n

Fig. 5 Sample profiles of H(#,7) for (a) step-function, (b) linear function, for selected values
of time steps
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Fig. 9 Sample profiles of 6,(%) and 6,(%) for, (a) wall temperature, (b) wall heat flux, varying
with accelerating oscillatory function of time, for Re =1, 10, 100, and Pr=0.1, 1.0, 10, and s

=0, and y=0.5, 1 and 6=1

these solutions is explained in Sec. 4. The solution of two stegecreases the depth of the diffusion of temperature field rapidly,
functions is shown simultaneously in Figa), in the first one the and the effect ofs fades away. From Fig. (), the 6,(#%) and
axial velocity of the cylinder at<O is equal to zero and da — 6,(#») functions and their depth of diffusion decrease with in-
=0 its value becomes one suddenly. But in the second functioreasing suction rate, also increase of oscillation frequency causes
the axial velocity of the cylinder at<0 is one and at=0 be- 6,(%) and,(7) to decrease. Note from Figs( and 7b) that
comes zero, suddenly. The interesting point in the solution bfgh suction rate can be used to prevent high wall temperatures in
these two functions is that the solution starts from a steady stase of high heat transfer. Fé=0, the results in Refl10] are
and whent— it reaches the steady state again which is thdeduced from Figs. (@) and 1b).
solution of the other function &< 0. The ramp function is shown  Sample profiles of thé,(#) and 6,(#) functions for wall tem-
in Fig. 5b) in which as time passes and along with increasingerature and wall heat flux both varying with accelerating and
velocity, the thickness of the boundary layer increases. decelerating oscillatory functions of time at R&0 and P+1 is
Sample profiles of thé(#) function for wall temperature and depicted in Fig. 8, for selected valuespénd § and zero suction.
wall heat flux, both varying exponentially with time at R&0 and In Fig. 8a), the thinning of the depth of the diffusion and increase
Pr=1 are presented in Fig. 6, for selected valuey ahd suction of the absolute value of the initial slope of ter) function with
rate. From Fig. @) it is seen that fory>0 the absolute value of increasingy is evident. In Fig. &), asy increases, both real and
the initial slope of the temperature increases with increasing vaaginary parts off(z) and its depth of diffusion decrease in
ues of y and suction rate, and considering Ed5), in fact the absolute value. With the role of increasingin both of these
coefficient of heat transfer increases. Also, from Fifh)6the Figures and considering the E¢45) and(47), it is found that the
temperature on the surface of the cylinder decreases with increasdl coefficient of heat transfer increases with increasing value of
ing values ofy and suction rate, and considering E47), in fact this parameter.
the coefficient of heat transfer increases. Further, as suction rat&ample profiles of th@,(») and,(») functions for wall tem-
increases, the effect of variation pffades away. Therefore, it can perature and wall heat flux varying with accelerating oscillatory
be concluded that suction provides a means for cooling the séwnction of time are depicted in Fig. 9, for different values of
face, and blowing provides a means for heating the surface of theandtl numbers, Reynolds numbers and zero suction. From Fig.
cylinder. This is rather obvious since in former case there is mo®a), it is noted that as Prandtl number incread®s=10, Pr=0.1,
contact of free stream fluid with the cylinder and in the latter case0, 10 and Reynolds number increasgs=1, Re=1, 10, 100,
relatively less contact of free stream fluid with cylinder takethe depth of diffusion of the temperature field decreases and the
place. Note that in Fig. @) for y<0 and any particular value of absolute value of the initial slope of temperature meaning wall
suction rate, as the absolute valueyoincreases beyond certaincoefficient of the heat transfer increases. In Fi@)9as Prandtl
value, the fluid in the vicinity of the cylinder is not cooled as fashumber increasedRe=10, Pr=0.1, 1, 10 and Reynolds number
as the cylinder wall and, therefore, the flow temperature hereiicreasesPr=1, Re=1, 10, 100, both real and imaginary parts of
greater than the wall temperature. It is interesting to note thattae 6(#) function and its depth of diffusion decrease in absolute
any suction rate there is a certain value of negativer which  value and, therefore, considering E47), the wall coefficient of
the slope of the temperature on the surface becomes zero &edt transfer increases. So in cooling processes, higher Prandtl
therefore there is no heat transfer. This is to be expected since thenber and Reynolds number fluids are preferred.
natural diffusion of temperature difference in the fluid and the
reduction of the temperature of the cylinder surface are happenigg .
in the same manner, then no heat is transferred between the fltid Conclusions
and the cylinder. From both of these figures andyfei0, and zero ~ An exact solution of the Navier—Stokes equations and energy
suction, the results of Gorld 0] are obtained. equation is obtained for the problem of stagnation-point flow on a
Sample profiles of th@,(7) and,(#) functions for wall tem- circular cylinder with uniform normal transpiration rate. The for-
perature and wall heat flux both varying harmonically with time anulation of the problem, though, is for the more general case of
Re=10 and P+1 are given in Fig. 7, for selected values®&nd time-dependent transpiration rate. A general self-similar solution
suction rate. It is noted in Fig.(&) that as the absolute value ofis obtained when the cylinder has different forms of time-
oscillation frequency increases, the absolute values of the init@@pendent axial motions, wall temperature and wall heat flux in-
slope of#,(7) and 6,(7) increase. Also increase of suction rateluding: constant axial velocity, exponential axial velocity, pure
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harmonic movement, and both accelerating and decelerating tsbe independent of time, though, the temperature field is time-
cillatory motion. Also, some sample semisimilar solutions for thdependent.
same problem have been presented when the circular cylinder is
moving with different types of time-dependent axial velocity.
Axial component of fluid velocity and surface axial shear stress dreferences
the cylinder are obtained in all the above situations, and for dif-[1] Hiemenz, K., 1911, “Die Grenzchicht an einem in den gleichformingen Flus-
ferent values of the Reyno|ds numbers and transpiration rates. sigkeitsstrom eingetauchten geraden Kreiszylinder,” Dinglers Polytechnic J.,
i _ ; 326, pp. 321-410.
Absolu_te value Of. ax_lal shear-stresses corresponding to all thgﬂ Homann, F. Z., 1936, “Der Einfluss grosser Zahighkeit bei der Strmung um
cases increases Wlt'h increase of the Reynolds number and SUCHiON gen zylinder und um die Kugel,” Z. Angew. Math. Mecti§, pp. 153-164.
rate. Also, the maximum value of shear-stress increases with ing] Howarth, L., 1951, “The Boundary Layer in Three-Dimensional Flow. Part L.
crease of oscillation frequency and accelerating and decelerating The Flow Near a Stagnation Point,” Philos. Mag2, pp. 1433-1440. .
parameter in the exponential amplitude function. In defined walll Eﬁ\ilﬂ\hg'c'hli%lb pB%%gd_aé{OLayer Flow at a Saddle Point of Attachment,” J.
temperature case, heat transfer coefficient Increases with the iNs) wang, C., 1974, “Axisymmetric Stagnation Flow on a Cylinder,” Q. Appl.
crease of Reynolds number, Prandtl number, oscillation frequency Math., 32, pp. 207-213.
and suction rate, whereas the depth of the diffusion of temperaturf] Gorla, R. S. R., 1977, “Unsteady Laminar Axisymmetric Stagnation Flow
field decreases. In the case of defined wall heat flux, the wall, Qver a Circular Cylinder,” Development in Mechanié, pp. 286—288.
. X . . . 1 Gorla, R. S. R., 1978, “Nonsimilar Axisymmetric Stagnation Flow on a Mov-

nondimensional temperaturé(1), and its depth of diffusion de- ing Cylinder,” Int. J. Eng. Sci.16, pp. 392—400.
creases and heat transfer coefficient increases with increase of th@ Gorla, R. S. R., 1978, “Transient Response Behavior of an Axisymmetric
Reynolds number, Prandtl number, oscillation frequency and suc- Stagnation Flow on a Circular Cylinder Due to Time-Dependent Free Stream
: ; : Velocity,” Lett. Appl. Eng. Sci.,16, pp. 493-502.
tion _rate. So, increase O.f suction rate Ca.n be used as a means @{ Gorla, R. S. R., 1979, “Unsteady Viscous Flow in the Vicinity of an Axisym-
cooling the surface and increase of blowing rate can be used as'@ metric stagnation-Point on a Cylinder,” Int. J. Eng. Sti7, pp. 87-93.
means of heating the surface. It is shown that by providing blowt10] Gorla, R. S. R., 1976, “Heat Transfer in an Axisymmetric Stagnation Flow on
ing on the surface of a cylinder, reduction of resistance against itsl] gCyll_nderé A'\rjpleCl_- RAeS'-\jZJpp- 5(14\1/\/—533- b b 1998 “Radial St

. P : . : unning, G. M., Davis, A. M. J., an eidman, P. D., , “Radial Stagna-
axial moyement |n§|de a.ﬂUId. can be aChIe\./ed' Itis al_so ShOWH tion Flow on a Rotating Cylinder With Uniform Transpiration,” J. Eng. Math.,
that a cylinder moving axially in an exponential manner is axially 33 pp. 113-128.
stress-free for certain combinations of the Reynolds number, sup2] Takhar, H. S., Chamkha, A. J., and Nath, G., 1999, “Unsteady Axisymmetric
tion rate and rate of this exponential function. An interesting result Staglr;églgonig’g'?m Flow of a Viscous Fluid on a Cylinder,” Int. J. Eng. 4,
. . ; : . - T pp. _1957.
IS aISO.Obtamed showmg that a cyllnder with certain type. of ex£13] Press, W. H., Flannery, B. P., Teukolsky, S. A., and Vetterling, W. T., 1997,
ponential wall temperature eXpose_d_to a temperature d'_ﬁeren € Numerical Recipes, The Art of Scientific ComputiGgmbridge University
has no heat transfer. The wall coefficient of heat transfer is found Press, Cambridge.
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An Active Flap Deployment
System for Blade—Disturbance
Interaction Alleviation

Carter T. Nelson* _ y o .
A new, actively deployable trailing edge flap system is introduced and an experimental

Othon K. Rediniotisf investigation is undertaken to determine its effects on the disturbances created during
blade-disturbance interactions (BDI), with bladeortex interaction (BVI) alleviation
Department of Aerospace Engineering, Texas being the ultimate objective. Experimental tests were conducted using a two-dimensional
A&M University, College Station, TX (2D) wind tunnel setup incorporating a pressure instrumented airfoil section with a de-
77843-3141 ployable 20% trailing edge flap and an upstream vortex generator to produce the distur-

bance. Results of this study showed that the disturbances, caused by BDI events, to the
pressure distribution over the airfoil occur mostly at the leading edge. Carefully synchro-
nized deployment of the trailing edge flap during BDI events resulted in a reduction of this
pressure disturbance. The aeroelastic response of the active flap was modeled via un-
steady linear theory and the model was validated experimentally. The aeroelastic model
shows good agreement with experimental results, which supports its use as a preliminary
design tool for the actuation parameters of the active flap system.

[DOI: 10.1115/1.1839928

Introduction phenomena both analytically and experimentally. Probably one of

. . . tr}F earliest attempts to compute BVI noise is that of Widf2]l
There are numerous sources of noise associated with rotorcrgnd Widnall and Martine£3]. In this approach, Fourier trans-
However, the two most dominant of these sources @eDue to : pp ’

transonic_effects, which produce high speed impulsittSI) forms were used to represent the vortex-induced velocity field as a

. i - series of sinusoidal gusts. The formulation derived was able to
noise, qnc(b) dge to plade—yortex interactiogBV!) [1]..Blade— redict the far field noise generated and compared reasonably well
vortex interaction noise typically occurs at slower flight spee ith experimental results
when the rotorcraft is maneuvering or performing a landing. SiNCe yardin and his associates have modeled the two-dimensional

this later often occurs in highly populated areas, it has becom I event using potential flow, incompressible Navier—Stokes,
source of annoyance to the general public. Further, reducing they Eyler codef4—6]. The results from these computations were
noise levels produced during maneuvering has military signifiaore or less synthesized in a later reffdi; in which a formula-
cance in minimizing rotorcraft detectability. . tion was derived to provide an estimate for the sound generated by
A well-known common feature of finite length lifting surfacesy op Bv| event. From an examination of this formula, various
is.the formatiqn of a tip vortex. In most aircrgft .conf.iguratiolnseoncepts for reducing noise were proposed, including reducing
this vortex trails off into the wake and there is little interactionncoming vortex strength, reducing blade lift, reducing interaction
with the aircraft. However, due to the geometry of rotor bladeﬁangth, and increasing miss distance. I[8% numerically exam-
there is the potential for significant interaction between the wakged the effects that a porous leading edge has on the reduction of
produced by one rotor blade and a rotor blade that subsequenflise and showed some potential for noise reduction, although the
passes through it. Moreover, multiple interactions are possible afedylts were purely analytical and the concept was not experimen-
particular blade rotates through the entire azimuthal range. Fddtly tested.
ther, interactions occur on both the advancing and retreating side@ numerical study of the effects of leading and trailing edge
of the rotor disk and their corresponding aerodynamic natures d#ps was carried out by Hassan et[8l] using a 2D full potential
inherently different. code. Although the study did not include viscous effects such as
The effective angle at which a particular vortex filament inteformation of secondary vortices, which may occur during a paral-
acts with a rotor blade varies greatly with radial distance ane| BvI event, the results indicate that for a subcritical case, a
azimuthal angle, but two limiting cases exist as shown in Fig. frailing edge flap alone is adequate in attenuating noise. However,
In the first, the vortex filament is perpendicular to the leading edger supercritical cases, it becomes necessary to use a leading edge
of the rotor blade, and the overall nature of the flow is thregfap as well. Criticality here refers to the presence of supersonic
dimensional and steady. The second case is for parallel interfiew over the airfoil. In this latter case, the trailing edge flap
tion, in which case the flow is two-dimensional and unsteady. llecomes less effective due to the presence of upper and lower
terms of the intensity of noise produced by these interactions, thgrface regions of supercritical flow which reduce the trailing
parallel interaction is more sevel2]. It is for this reason that the edge flap’s ability to alter the leading-edge pressure fluctuations.
parallel interaction has received the most attention in the field of Numerous experimental tests have also been conducted to ex-
BVI research and it is this limiting case which is studied in thiamine both the general aerodynamics of the 2D and three-
work. dimensional3D) BVI phenomena, as well as the effectiveness of
Numerous studies have been carried out to examine the B¥drious means of noise reduction. Experiments on actual rotating
vmodels (3D) have been performed by Lorbgt0,11], Spletts-
*Graduate Research Assistant, currently with the Boeing Company. toesser et al.12], and Martin et al[13]. These tests demonstrated
TAssociate Professor. that the most dominant source regions of noise are at the azimuth
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more closely the effect of the BVI event on the pressure distribt
tion over the blade. Low spee(e., subsonic, incompressible
experiments have been carried out by Bofith,15, Booth and Fig. 2 Schematic of the Active Flap Deployment System
Yu [16], Straus et al[17], and Seath et al.18]. These experi- concept

ments have demonstrated that the perturbations in the pressure

distribution over the airfoil due to BVI mainly occur at the leading

edge. High speed, transonic experiments were also conducted By, employed. It is for this reason that some nonconventional
Lee and Bershadefr19] and Kalkhoran et al[20]. The results meang of actuation have appeared in the literature. A common
again illustrate the leading edge nature of the BVI disturbanceeme in these proposals is the incorporation of different types of
Various BVI noise attenuation concepts have also been exp&fjgy ced-strain actuators based on such materials as piezoelectrics,

mentally tested. In an attempt to reduce the strength of the intefhe_memory alloy$SMA), magnetostrictive solids, and magne-
acting vortex, various wing tip devices were examined by Smify heojogical fluids, with piezoelectrics and SMAs being the most
and Sigl[21]. While there was some vortex attenuation seen fQJy jar._ A piezoelectric, bimorph-based actuator was imple-
several of the tips, due to the passive nature of the devices, t_%é)épnted by Walz and Chopfa7] and tested in nonrotating experi-
performed poorly at off-design conditions. A Higher Harmonigenis while flap deflection angles of up to 16° were reported, the
Control (HHC) approach, which pitched the entire rotor blade at g¢ively weak loads provided by the piezoelectric material was a
specific azimuthal angle, was examined by Brooks e{22]. aior drawback in this approach. Shape memory alloys have the
Some noise reduction was observed; however, the HHC systgfential of providing much more usable actuation force com-
was heavy and complicated. Although theoretically HHC or rgsareq to piezoelectrics, but are limited in frequency response. Cur-
lated IBC (individual blade contrglsystems can be set for arbi- ant maximum SMA frequency responses are on the order of 5 Hz,
trary flight conditions by varying frequency content, amplitudg hich falls short of the deployment response needed for the TEF
and phase, HHC has limitations on frequency content, sinceyihich would be on the order of the rotor blade rotation rate, and

relies on fixed-frame actuation. Dawson and Strg2® used a g generally significantly higher. Further, if SMA were employed

. . . i
cam-driven, impulsively moved flap to reduce BVI on a modelg yirect actuators, their useful life would be shortened by the high
rotor. A trailing edge flap concept was tested by Marcolini et

. . . sage demand placed on them.
[24] and Simonich et al.25], and demonstrated the potential of a |, order to overcome the frequency response problem and pro-

TEF in red_ucing noise. The present work is mqtivated partially %ng the SMA life span, a flap actuation system was conceived
the potential of a TEF to reduce BDI and ultimately BVI noisg ot combined conventional actuation with SMA-based actuator
and partially by its potential to reduce impulsive blade-wing,ameter tuning. The concept has been called the Active Flap
loads during blade-wing-disturbance interactions. A new TEhgpioyment Systen{AFDS) and is conceptually illustrated in
concept is introduced with potential for higher efficiency, comgiq 5" The actual driving force for actuation is a set of springs,
pactness and versatility than previously introduced systems an(thich are unevenly pre-tensioned such that the equilibrium posi-
effectiveness in pressure impulse reduction during BVI and BDI &), of the flap is at some deflected angle. The flap is held at
demonstrated. It should be noted that, as just mentioned, we g nqeflected position by electromagnets until an actuation is
examining the potential of a TEF to reduce the impulsive pressyjiggireq. A deployment is carried out by first turning off the elec-
spikes on the blade surface during BVl and BDI. Reduction gfsmagnets. When this occurs, the flap will begin an oscillatory
these pressure signatures is assumed to lead to noise reducfigfyion about the equilibrium position. By quickly re-energizing
Although this is a reasonable conjecture, noise reduction is gk electromagnets when the flap has completed one oscillation,
rigorously demonstrated here. Moreover, the introduction of & Ngie fjap is again held at the undeflected position. In Fig. 3, the free
noise source associated with the TEF itself should be noted, trgggponse of the AFDS is shownot numerical, but actual experi-
could reduce the effectiveness of the TEF in overall noise redyggniq) resultsfor a case when the electromagnets are turned off
tion. More details on the present work can be found in R&8]. ;¢ ot re-energized. As can be seen, the flap exhibits a damped
. oscillation about an equilibrium angle of about 8°. Also shown is
The Active Flap Deployment System a typical deployment case for which the electromagnets are used

In Simp|e terms, the princip|e of Operation of the trai”ng edgg) Capture the flap and hold it at the undeflected pOSitiOﬂ. The later
flap relies on the fact that the unsteady deployment of the figgnstitutes what would be a single deployment of the AFDS.
produces an unsteady pressure distribution that counteracts théhe AFDS is basically a mass-spring-damper system with a
pressure fluctuations produced by the BDI. In addition to exarfercing function resulting from the aerodynamic moment on the
ining the aerodynamic potential of a trailing-edge flap in reducinfggp. The differential equation of motion is:
blade—disturbance and blade—vortex interaction, a second issue " ; -
must also be addressed: How will the flap be deployed? Due to 150+ Co0tKp0=M @
issues related to weight, center of gravity location, frequency resherel 5 is the flap mass moment of inertia about the pivot axis,
sponse, reliability, practical transfer of hydraulic fluid to the bladeC s is the damping coefficienK s is the torsional stiffness, and
and to a lesser degree extremely confining space inside a typisahe aerodynamic moment. The flap angie defined as positive
helicopter rotor blade as well as the higHoadings, most con- for upward trailing edge deflection and the dots represent differ-
ventional means of actuation, such as hydraulics, can not éetiation with respect to time. Thus, in order to achieve different

SPRINGS PIVOT POINT
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Fig. 3 Free response of the AFDS system and a single deployment

deployment schedules, the various parameters in the equatiom&nt of inertia and amplitude of oscillatipimside the blade—flap.
motion can be modified. The mass moment of inertia can be dlhe electromagnet/lever arm assembly was omitted in the second
tered by incorporating a moving mass into the trailing edge flapchematic to avoid clutter. The torsional spring could be nonlin-
By using SMA positioners to change the distance of this masar, which, combined with the linear SMA actuator, can result in
from the flap pivot point, different values of can be achieved. variation of the torsional stiffness. In the last sentence, “linear”
The torsional spring constant can be changed by either varying tegers to the mode of actuatigmersus, for example, “torsional”
moment arm of the springs, or, in an actual in-blade implement8MA actuatoy, and not the SMA thermomechanical behavior,
tion of the system as discussed later, by using nonlinear springsagdtich is hysteretic and nonlinear. Another design would be to
SMA springs. These modifications can be made to tune the péibricate the spring out of SMASMA springs are even readily
formance of the system for changing flight conditions. Further, thgsailable in the markgt By varying the martensitic volume frac-
frequency of the modifications would be much less than the rotden of the spring(for example through electrical heating of the
tional frequency of the rotor blade. Since the SMAs do not dSMA) the stiffness can be varied all the way from that corre-
rectly actuate the flap, but are only used to tune the responsespbnding to 100% martensitmaterial stiffness as low as 20 GPa
the system, their limited frequency response is overcome and th@ithat corresponding to 100% austeriiteaterial stiffness as high
useful life is extended. as 80 GPj a factor of 4.

The AFDS version illustrated in Fig. 2 represents the experi- The linear SMA actuators—positioners can be made extremely
mental setup used in this work and is obviously not compagbmpact, with power densitie®utput power per unit volume
enough to fit inside a blade. However, reconfiguring it into asignificantly exceeding known existing actuators, by two orders of
in-blade system can be achieved via good design, and is nofnagnitude in some cases. The high energy density, high transfor-
matter of operation principle. To illustrate this point we offer gnation stress and strain of SMAs result in high actuator compact-
possible system configuration such that it can be accommodaeks, force and stroke, respectively. Electrical heating and convec-
inside a blade. The two schematics of Fig. 4 illustrate ways @bn cooling of the SMAs, in turn, results in actuation frequencies
accommodating all means of parameter variafisiiffness, mo- significantly higher than what SMAs have traditionally been
thought to be capable dive have achieved actuation frequencies
as high as 20 H£28,29). However, for the specific application
discussed in this work, only low actuation frequencies are neces-
Electromagnet SMA Soig sary (an order of magnitude smaller than 1)HElectrical power

~< . will have to be routed from the fuselage to the blade through hub
e e i sliprings. Another alternative has recently been devel¢pey in
which the chemical energy of fuel is used for the heating of the
SMA and could potentially result in a stand-alone actuator that
could be totally embedded in the bladmcluding the power
source. Detailed discussions of SMA actuation issues, such as
SMA actuation curves, heating and cooling times of the SMA,
SMA fatigue life and actuator-loadluid dynamics loadinginter-
action can be found in some of our SMA related wp2i8—32.

A significant benefit of the AFDS, compared to other flap ac-
tuation means is explained below. Consider a different actuation
system for the flap, for example, a stepper motor that drives the
Movable Mass for flap with the specified schedul&t). First, one needs to deter-
Flap Moment of mine what is the optimad(t) schedule that has the most effect in
Inertia Modification reducing BDI-BVI. Once the schedule is determined it becomes

the input to the flap actuator controller. The objective of the con-
troller is to properly command the actuator so that the flap ex-

Main Blade

Fig. 4 Schematics illustrate ways of accommodating all ecutes the specified scheduig). In the case of the stepper mo-
means of parameter variation  (stiffness, moment of inertia, and tor actuation system, there is no “aeroelastic problem.” The
amplitude of oscillation ) inside the blade—flap controller commands the flap to perform exactly the schedule, and
1008 / Vol. 126, NOVEMBER 2004 Transactions of the ASME
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Fig. 5 Schematic of wind tunnel experiment test section setup

the flap and its motion is not “allowed” to respond to its aerodysection in order to minimize the tubing lengths running to the
namic loading. The system has no dynamics and no aeroelastiitsfoil surface and thus reduce any pressure lag and attenuation
(assuming the flap itself is stjffand is certainly simpler that the errors in the system. For the tubing length and diameter used here,
AFDS presented in the manuscript. However, such a stepper namd the measurement bandwidth of interest, these effects were
tor actuation system is “oblivious” to the dynamics and aerodyfound to be negligible, based on the work in Rg34]. The
namics(loading of the flap and rather than taking advantage of itheestream static pressure was taken as the reference for all the
dynamics—aerodynamics, it uses brute force to command the flaessure ports. The chordwise locations of the pressure ports are
to the desired angle. One of the penalties this system pays is tlsown in Fig. 6. Integrated with the airfoil was a 20% chord
exactly because it does not take advantage of the flap dynamideatling edge flap. Due to the confining space and rotating nature
aerodynamics, it spends more energy than necessary and is tiuthe flap, it was not pressure instrumented.

inefficient. On the other hand, the AFDS considers the flap dy- A second NACA 0012 airfoil with a chord of 0.1 m was located
namics and aerodynamics and takes advantage of them. The pgsstream of the main airfoil and was attached to a stepper motor.
alty for that is that it is more complex and introduces an aeroelathis airfoil was used as a vortex generator to produce a simulated
tic problem that has to be solved in order to determine the AFD®rtex which would convect downstream and interact with the
parameters, such as the system’s stifnesses, mass moments ahain airfoil. Vortex generation by this airfoil was achieved by
ertia, etc., in order to achieve the prescribed flap sched(ile  rapid deployment with the stepper motor. Additionally, the vertical
This is what the aeroelastic model described later does. Also, thasition of the entire vortex generating assembly could be varied
model uses insight, especially into the nature of Wagner’s functiéiom approximately 0.038 m below to 0.038 m above the leading
¢w(s), to perform an “order reduction” or an approximation ofedge of the main airfoil, thus allowing for different miss distances
engineering value of the original, computationally intensivéo be examined.

aeroelastic model, with only a small sacrifice in model accuracy US Digital E2 Series Quick Assembly optical encoders were
(code B. It should be noted that the model discussed here wiltached to the trailing edge flap and the vortex generator to pro-
ultimately have to take into account issues that arise in high Méde time histories of their angular deflections. These optical en-
numbers and are not considered here, such as flutter and shoetters were of the incremental type with 1024 pulses per revolu-

wave effects over the blade. tion. Utilizing quadrature we increased the resolution to 4096
pulses per revolution, which, combined with the data-acquisition
Experimental Facilities and Instrumentation system discussed later, resulted in an angular resolution and accu-

cy of 0.088°.

. . N
In order to study the aerodynamics of the tW.O'd'mens'ona?Control and data collection of the wind tunnel setup was carried
blade—disturbance interaction, a nonrotating experiment was con-

structed in the Texas A&M University Low Turbulence Wind Tun-
nel. This facility is an open circuit wind tunnel with a test section
of 0.46 mx0.46 m and a contraction ratio of 20:1. The tests wer- 56 7 89 10 U 2 a5 o,

conducted at wind tunnel velocities ranging from 13 to 26 m/s 13-4 <
which resulted in a Reynolds number range from &26° to  °§
0.5x 10° based on the chord of the main airfoil. A blockage cor ® ¢3¢ e N P

M
rection factor was calculated from the method outlined in Rae ar ot

Pope[33]. The freestream velocity measured. by the pitot tube.we PORT e PORT e
corrected to account for the flow acceleration due to the airfo 0 0.0 i 0.250
blocka e 1/A 0.011 100 0.314
g . ) X X . 2/B 0.030 11K 0.378
The layout of the experimental setup is shown in Fig. 5. / 31c 0.054 121L 0.442
NACA 0012 airfoil section with a chord of lwas used to model 4D ggg;} 13m gggg
a section of a rotor blade. Housed within the airfoil was a Pressu o 0 138 1 o eea
Systems ESP-32 electronic pressure scanner. This pressure s 716 0.173 16 0.750
ner has 32 differential pressure ports with a range+o6f20 in.
H,O (approximately+/—5 kPa. It was placed within the airfolil Fig. 6 Surface pressure port locations
Journal of Fluids Engineering NOVEMBER 2004, Vol. 126 / 1009
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Fig. 7 Pressure distribution of experimental setup with no TEF or vortex generator deployment

out using three computers as shown in Fig. 5. Computer A cocase of zero trailing-edge flap angle and no vortex generator de-
tained a Computer Boards DIO-DAS08 Analog-to-Digital boargloyment. The resulting pressure distribution should be that for a
interfaced to the ESP-32 pressure scanner and was used to acqwk€A 0012 at zero angle of attack, for which the actual pressure
the surface pressure data on the main airfoil. The A/D board hdistribution is well known as given in Abbott and Von Doenhoff
12-bit resolution. The pressure scanner used was calibrated dufi@§] or can be easily computed by a number of methods. The
data-acquisition, every one hour. A five-point calibration was peresulting distribution is shown in Fig. 7 and shows that the experi-
formed which accounted for transducer nonlinearities. The refenental data is in relatively good agreement with the expected
ence manometer used for calibration had an uncertainty of 0.0@Sults. If one considers the pressure measurement uncertainty dis-
Torr for the range of pressures used here. This combined witttassion above, one can conclude that the variations that do exist
one-count A/D conversion uncertainty of the 12-bit A/D boardare attributed to flaws in the construction of the airfoil section.
yielded a pressure measurement “worst case” error of 0.03 Torr or
4 Pa. For the minimum and maximum freestream velocities testé@roelastic Response of the Flap Using Unsteady Linear
in this work (U= 13 m/s andJ =22.6 m/s, respectivelythis cor- Theory
responds to a “worst case” error in the calculation of the pressure " o . o
coefficients of 0.04 and 0.013, respectively. On board counters—It should be clarified t“hat the objective of this section is not to
timers were used to pace the data acquisition rate, which was adgress the question: X How are the optimum flap deployment
to 500 scans/s. Each scan sampled all 32 pressure ports, wisieRedules determined?” This is an extensive optimization problem
was done at the fastest possible ESP sampling rate, i.e., 20 kig'd beyond the scope of the present work. However, even after
Computer B was used to read the optical encoders. This w&& optimal deployment schedules are determined, the AFDS pa-
done by utilizing two LS7166 encoder-to-microprocessor intef@meters will need to be determined in order to achieve these
face chips obtained from US Digital. These chips contain 24-iffeployment  schedules, which is what the present theory—
up—down counters, which continually keep track of the Opticé@rmulanon addresses. T_he fact that, in the experimental part of
encoder outputs. By using a Computer Boards CIO-DIO24H Digﬁhe present work, the optimal flap deployment schedules for pres-
tal Input-Output board, the LS7166 chips were programmed afH"® impulse aIIeV|at|on_were determined heuristically was due to
read by Computer B to provide the angle histories of the trailingl® fact that the experiments predated the development of the
edge flap and the vortex generator motion. aeroelastic model. o
Computer C was used to deploy both the trailing edge flap andThe formulation is pre_sentgd here _for the case of an airfoil with
the vortex generator. Trailing edge flap deployments consisted ¥t¢ degree of freedorpitch) in a uniform freestream. The for-
rapidly switching the electromagnets off and then back on. Thqgulatlon is directly applicable to a_flap, W|th|_n the assumptions of
was done by routing the power supply to the electromagné@ear theor.y. The flap response is thgoretlcally modeledlln.the
through a relay switch, which could be controlled by the parall@ontext of linear unsteady aerodynamic theory based on indicial
port of Computer C. The vortex generator deployments were cdinction concept§36]. The formulation assumes that the problem
trolled by interfacing the serial port to a Velmex NF90 steppdp governed by the linearized partial differential equations and
motor controller. This piece of hardware allowed for direct contrdin@rized boundary conditions. ) o
of the stepper motor, which drove the vortex generator, thus a|_F|gure 8 deflnes the quematlc and.dynanjlc quantities involved
lowing for a variety of deployment schedules to be programmel the analysis. The location of the pivot point has been assumed
Synchronization of all three computers was carried out throu@¢neral. The airfoil pitch anglé(t) is governed by the equation

their parallel ports. During a typical data acquisition run, Comput-
ers B and C were placed in a holding state, waiting for a trigger
signal from Computer A. When Computer A gave the trigger sig b
nal, it instantly started acquiring data from the pressure scann
“Instantly” here means within a few microseconds, since such .
time delay is at least two orders of magnitude smaller than tr
time scales of interest heXerder of milliseconds When Com- U
puter B received the trigger signal, it instantly started acquirin
data from the optical encoders. When Computer C received tt
trigger signal, it carried out the deployments of the vortex gener:
tor and trailing edge flap.

Evaluation of the construction quality of the main airfoil secrig. 8 Parameter definition for the unsteady flap response
tion was done by measuring the surface pressure for the simfenulation
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of motion of the airfoil, i.e., Eq(1). The aerodynamic moment 0.20
M(t), or equivalentlyM (s), wheres is nondimensional time de-
fined ass=Ut/b (whereb=c/2 is half of the airfoil chordlength

is derived from linearized unsteady theory, for arbitrary flap mo-
tion, by means of Duhamel’s superposition integral and the Wag:

)

ner indicial response,,(s): %
1 2112 s ! 1 g
M(s)= §+ah 2mphU _xqbw(sftr) o' (o) + > P
o
L =2 0.00
—ay| 8" (o) da—aﬁwpbzuza'(s)—(— <
2 <
O
b2u2 =
—a, wpbzuza'(s)—mTaw(s) 2 o

where the terms in the second line are the noncirculatory compo -
nents accounting for fluid “apparent mass” effects. The circula-

tory terms involve the Wagner functios,,(s), which gives the -0.20 : | | '
growth of circulation about the airfoil due to a sudden increase of I I !
downwash. The exact form ab,(s) is: 0 20 40 60 80

dy(s)=1— fo {(Ko(T)—Kl(T))2+772(|O(T) Reduced Time (UtIC)

Fig. 9 Comparison of CODE B results for different values of L]
+1y(7)% e ™ Ay ®)

whereKq(7), K1(7); lo(7), 1:1(7) are modified Bessel functions a closed form solution for Eq(5) is easily derived and the tran-

of Wagner’s function involves Bessel functions, it is tedious tgsrred to as CODE B.
implement. Much simpler estimates to Wagner’s function have The effect of the choice for the values of the constdntn
been developed and these are often used in place of the eX8€IDE B is shown in Fig. 9. Within the first period, it can be seen

equation. Several of these estimates, as well as the exact form, §af the responses never vary by more than 10%, for the entire

be found in Fund36], from which the following is taken and is range of possiblab’s. The curves slowly diverge which can be

accurate to within 2%: attributed to the accumulated error differences resulting from the

Pu(S)=1=Aq X~ D15) — Ay X~ bS) “) “Active Flap Deployment System” section and will be experi-

constant® approximation. However, as it was discussed in the

where A;, A,, b;, b, are constantg36]. A;=0.165, A, mentally demonstrated in the subsequent sections, the flap of the

=0.335,b;=0.0455,b,=0.3. AFDS only performs a single oscillation. At the end of the first

The first approach taken to model the transient response of thexillation it is held by the electromagnets at its undeflected posi-

flap system was derived from that used by Lee and Desrochém. Therefore our prediction interest is focusing on the first os-

[37]. This approach uses Houbolt’s finite difference sch¢8& cillation only, and thus this divergence, observed in Fig. 9 at later

to provide estimates for the first and second derivatives as a funscillations, is of little predictive significance. It is noted here that
tion of previous values of the primary function. Also, by using thevithin a single blade revolution many BVI-BDI events could take

three-term approximation for Wagner’s function given above, place, therefore, several such single flap oscillation deployments

recursion formula can be derived for the convolution integral imay be required.

Eq. (2). Incorporating these numerical techniques, the equationsComparison of the predicted responses from the two modeling

become algebraic and can be solved at discrete time steps tapproacheCODE A and CODE B is shown in Fig. 10. This

providing a time marching solution for the response of the systeffigure shows that there is a relatively small difference between the
This approach is referred to as CODE A. two codegworst case discrepancy during the first oscillation does

In a different approach and in order to gain insight into thaeot exceed 10% It should also be noted that only the first period

relative significance of the termsirculatory and noncirculatojy of the response is of interest for application to the AFDS. There-
that comprise the aerodynamic momét ¢,(s) was approxi- fore, the growing disagreement of the two codes is of little con-

mated with a constanp,,(s) =® = const, 0.5<®<1.0. It should cern here.

be noted thatp,(s) varies between about 0.5 fer=0 to 1 for Comparison of the two codes to experimental data taken from

s—o0, The convolution integral in Eq2) can then be analytically the flutter apparatus described in R&9] is show in Fig. 11. The
evaluated and Eql) reduces to that of a simple mass-springexperimental parameters were: Inertia:0.046 kgr-m3, spring
damper free-oscillation system: constantK =6.86 N-m/rad, dampingC=0.036 kg-né/s. In the

first period of the responsg@vhich is of interest hejethe maxi-

I modd+ Crnodd + Kimogd =0 ®) mum discrepancy is 15%. Thus, once the optimum deployment
where: schedules of the trailing edge flap for BDI or BVI reduction have
ere ] P
\ been determined, these codeodified to account for compress-
Lot 1 +a2 b ibility effects) can provide a reasonably accurate tool by which the
mod— 15T | g n | TP system parameters for the AFDS can be designed.
1 1 Results From the Distrurbance Alleviation Experiments
Cmoa=Cs—| -—a2|2mpb®Ud +| s —ay, | mpb®U _
mo 4 2 A typical time history of the vortex generator deployment is
1 shown in Fig. 12. Baseline noise is the result of generating a
—w _|= 2 holding torque by having the stepper motor continuously cycle
Kmods=Ks (2 *an |2mpbUd through=1° steps around the zero-deflection position. This is also
Journal of Fluids Engineering NOVEMBER 2004, Vol. 126 / 1011
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the source of some of the baseline noise in the pressure distrithge airfoil caused by the disturbance coming from the upstream
tions over the airfoil, as it will be seen shortly. In order to achieveortex generator. Then, the actuation parameters of the AFDS
the highest possible reduced frequencies, allowed by our havgere adjusted so that the duration of the flap oscillation matched
ware, the vortex generator was oscillated at the maximum rate tiia@t of the pressure impulses and the oscillation amplitude was
the hardware permitted, for all of the test cases presented héndially decided based on steady-state pressure distribution con-
This corresponded to a minimum duration of vortex generatsiderations. For every iteration, the parameters we adjusted were
oscillation around 100 millis. Although the reduced frequenciension in the two springs, flap moment of inertia and timing of
could be increased by further reducing the freestream velocitpe electromagnet actuation. In an on-board system, the former
this was avoided in order to ensure reasonable accuracy of ti® would be adjusted by linear actuation of the SMA positioners
pressure measurements. This resulted in disturbance reduced $hewn in Fig. 2, while the latter would be adjusted the same way
quencies varying from 0.05 to O(tlepending on the freestreamas in the experiment, via electronic timing. Subsequent to each
velocity) based on the blade chord length. parameter adjustment, the flap was actuated, the pressure data was

The optimal flap deployment schedules for pressure impulséllected and was evaluated for pressure impulse attenuation.
alleviation were determined heuristically via an iterative procesghis, in turn, guided an optimization of the flap actuation param-
The design of the flap deployment schedules was guided by figsers for achieving the best possible pressure impulse alleviation.
observing the magnitude and duration of the pressure impulseslBrpur experimental setup, the iterative optimization process took

on the order of a few hours, due to the fact that it was not auto-
mated; i.e., the parameter adjustments were performed manually
0.15 and in a heuristic/trial-and-error manner and every time a new
' adjustment was made the pressure distribution was collected and
visually inspected for disturbance alleviation. For an in-flight sys-
tem, all these processes are envisioned to be automated and the
optimization process should take a few rotor revolutions.

Figure 13 shows the pressure signature generated by several
separate BDI event&hree in each cagefor a single realization,
and their subsequent reduction achieved with deployment of the
AFDS. These plots represent the pressure histories at individual
ports on the airfoil surface and at several free stream values. It can
be seen that there is significant attenuation of the BVI pressure
impulses. These results serve to further validate the use of the
trailing edge flap approach towards BDI-BVI noise reduction and
illustrate the successfulness of the AFDS.

For each of the different conditions testéteestream velocity
— Experimental and vortex generator amplituden optimum flap deployment
----- CODE A schedule could be identified. An example of a typical deployment
— — - CODEB(0=0.7) is shown in Fig. 14. Although in the present work this was
achieved by manually modifying the AFDS dynamic parameters

-0.15 LAY R N A Y N L A LB (and thus modifying the deployment period and amplijugea-
rameter variation principles such as those illustrated in Fig. 2 can
0 5 10 15 20 25 30 35 render the system fully self-adaptable in the future.
Reduced Time (Ut/c) A more complete representation of the BDI events is shown in
Fig. 15. Here, the pressure histories for several pdit2, 4, and
Fig. 11 Comparison of experimental and theoretical results for 6 as indicatey for a single realization, are shown for pure BDI
the aerodynamic models events with no AFDS deploymentFig. 15a)], pure AFDS
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Fig. 15 Pressure histories for
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(b) AFDS deployment, and

foil. Thus, complete elimination of the BDI impulses over the
whole surface cannot be expected from the AFDS alone. How-
ever, significant alleviation of the disturbance signature can be
achieved in the leading-edge area. Trailing—leading edge flap
combinations could possibly provide higher flexibility in “shap-
ing” the pressure history over the majority of the blade surface.

of the two[Fig. 15c)]. From these graphs the limitations of theConclusions

TEF approach can be seen. In the first of the graphs, the BDlsjgnificant attenuation of BDI events has been shown to be
induced pressure spikes are observed _predomlnantly in the Iead‘y’(}gsibm through the use of an Active Flap Deployment System
edge region. Conversely, the pressure impulses generated from@eps). An simple implementation of an innovative actuation
AFDS deployment have a significant impact over the entire aigystem for trailing edge flap deployment was successfully demon-
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Fig. 14 An example of a typical AFDS deployment schedule

Journal of Fluids Engineering

strated. The results of the current work are significant enough to
warrant continuing work on refining the design of the original
concept presented here.

While attenuation of the characteristic BDI pressure impulse
was achieved, it was also noted that complete cancellation of the
pressure fluctuations over the entire blade surface is not possible
by a TEF alone. This is due to the difference in the chordwise
changes in the BDI pressure distribution compared to those ob-
tainable by the trailing edge flap deployments. However, it is be-
lieved that the reduction in the BDI disturbances that was
achieved warrants continuing investigation of the TEF.

Two aerodynamic models of the AFDS were also developed.
Both show adequate agreement with experimental regedse-
cially during the first period of oscillatiorto justify their use as
prediction tools to aid in the refinement of the AFDS design. The
results of CODE B show that, for the Reynolds numbers tested,
the contribution of the circulatory aerodynamic terms is small.
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Effects of Elevated Free-Stream
Turbulence on Actively Controlled
Separation Bubble’

The effects of elevated free-stream turbulence (FST) on natural and periodically excited
separation bubbles were examined experimentally at low Reynolds numbers. The bubble
was formed at the leading edge of a flat plate and the FST level was altered by placing a
grid across the flow at different locations upstream of the plate. The mixing across the
separated shear-layer increased due to the elevated FST and the two-dimensional peri-
odic excitation, flattening, and shortening the bubble. Periodic excitation at frequencies
that were at least an order of magnitude lower than the initial KeMdelmholtz insta-

bility of the separated shear-layer were very effective at low FST. The fundamental exci-
tation frequency and its first harmonic were amplified above the bubble. High frequency
excitation (F “~3, based on the length of the natural low FST bubble that served as a
reference baseline) affected the flow near the leading edge of the bubble but it rapidly
decayed in the reattachment region. Lower frequen¢ies~1) were less effective and

they decayed at a slower rate downstream of reattachment. An increase in FST level
reduced the net effect of the periodic excitation on mixing enhancement and subsequent

reattachment process. This was probably due to a destructive interference between the
nominally 2D excitation and the random, in space and in time, FST. High FST is known
to reduce the spanwise coherence in free shear layers [e.g., Chandrasuda, C., Mehta, R.
D., Weir, A. D., and Bradshaw, P., 1978, “Effects of free-stream turbulence on large
structures in turbulent mixing layers,” J. Fluid Mec85, pp. 693-704] and therefore

also the effectiveness of the current control strategy, this not withstanding 2D periodic
excitation accelerated the reattachment process and the recovery rate of the attached
boundary layer, reducing its momentum log®OI: 10.1115/1.1839933

Tel-Aviv University, Israel

1 Introduction

Boundary layers are prone to separation when subjectedI
strong, adverse pressure gradient, but separation may also o
wherever the flow encounters large surface discontinuities. Lami- arlier investigations have shown that laminar, transitional and

nar flow is much more prone to separation than turbulent one apgly, 1ot separation bubbles can be very effectively controlled
sometimes laminar separation is followe_d _by transition that leal %.. reduced in sizethrough the addition of nominal 2D periodic
to reattachment of the turbulent flow. This is so because the la Briurbations provided the FST level is Id@—9]. This bubble
nar shear layer is highly unstable and rolis-up into laigelvin—  conro| method relies on successive generation of spanwise-
Helmholz-type vortices. At higher Reynolds numbers the shegloherent structures that result in a small numtier4) of trans-
layer undergoes a “mixing transition,” that is associated with thgerse vortices being present in the bubble shear layer at any in-
appearance of streamwise vortices and small scales that appeafidfce in time. The velocity perturbations associated with the
be random. The large eddies transport momentum and mass ac{ggfices amplify, and the vortices grow in size while propagating
the mixing-layer, enhancing its entrainment capability that mayownstream, enhancing mixing and accelerating reattachment
result in reattachment. The abovementioned sequence of seppsar]. while an elevated FST1—3] has a similar effect on the
tion and reattachment frequently occurs on airfoils and lowsybble, the mechanism by which it is achieving the control over
pressure turbine blades at low Reynolds numbgypically the bubble is different. This difference is attributed to the wide
smaller than 1®based on chord or presently on bubble lepgiin  spectrum of scales and different orientation of eddies that are
both applications, the bubble is not desirable because it increaagsociated with the elevated FST. It was therefore decided to su-
the drag and generates unsteady loads. If the bubble “bursts,” i.perimpose controlled but elevated FST on periodically excited,
the separation is not followed by a turbulent reattachment, a cagdane bubble flow while keeping both inputs properly controlled
strophic loss of performance takes place. Elevated free-stream @md documented. Past experience of periodic excitation or “Ac-
bulence(FST), resulting from multiple rows of rotor-stator stagegive Flow Control” (AFC) of fully turbulent mixing-layerg5—11]
in turbomachinery, promotes earlier mixing transition in the shear the absence of elevated FST served as a basis for the present
layer bounding the separation bubble, increasing mixing raigvestigation. A feasibility study was carried out by Bachar, Ash-
across it and resulting in earlier reattachmignt3]. However, in  pis and Wygnanski(APS/DFD meeting, November 1998n
most low Reynolds number applications, and in particular whewich active separation control was shown not to be hindered by
the presence of elevated FST, gave another impetus for the present
Presented in the 1st AIAA Flow Control conference, June 2002, AIAA papépvesugaﬁon-
2002-3169. The current tests are carried out on a large, transiticatdbw
’Also at AME Department, University Of Arizona, Tucson, AZ. FST) or turbulent(at larger FST separation bubble that is situated

Contributed by the Fluids Engineering Division for publication in tiee/BNAL . ; _
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Divisionr]ear an elllptlcal leadlng edge ofa Iong flat plate' As a result of

July 15, 2002; revised manuscript received April 15, 2004. Associate Editor: Michat1e |eading edge shape, th? sgparation |09ati0n i$ not fixed,.as itis
W. Plesniak. also variable on low Re airfoils andot as it was in several in-

the surface discontinuity results in separation, the elevated FST
oes not eliminate the bubble. Therefore, one may reduce the
ses and the unsteady loads by actively reducing the size of the
ble through the introduction of periodic excitation.
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Table 1 Turbulence levels and integral length scales in the
streamwise (Lx) and spanwise (LZz) directions for different tur-
1030 ; bulence generating grid locations

Fiow

Grid x [mm] Tu[%] Lx [mm] Lz[mm]

No grid 0.4-7.5%

~1500 1.9-2.5% 20 14
" 600 42:2.5% 12 7

N 2, 50% Open ~300 11.0:2.5% 8 4

1300

610

See table 1 ¥

nn

Turbulence producing grid 160

@ for the mere purpose of controlling the bubble size, they also
wind tunnel ceiling enabled convenient access for boundary layer traverses. The dis-
\ tance between the plate and the nearby tunnel wall was sufficient

to bleed that wall's boundary layer through a special slot that was

located farther downstream.

For all experiments reported herein, the plate incidence angle
grid v was fixed at 4 deg, the free-stream reference velocity was main-

tained at 5 m/$5% and the vertical louvers were equally spaced

C resulting in solidity of 50% of the wind tunnel wall opposite to the
? test surface. The openings between the vertical louvers also al-

lowed an external hot-wire traverse to reach the test area.
\ wind tunnel floor

The plate was equipped with 27 pressure taps placed along the
wall -mounted . L
excitation slot mid-span. The pressure taps were connected to a sensitive, fast
(b) responding, multichannel pressure scanner having a rangi@ @f
mm water, full scale. A single velocity component hot-wire an-
emometer was used for detailed boundary layer measurements
20mm above the plate surface. The initial distance of the hot wire from
J, the plate was 050.5 mm. A 0.05 mm thick tape was glued to the
plate in order to avoid an accidental contact with the hot-wire and
Z0mm also reduce the heat transfer to the wall. The uncertainty in the
© velocity measurements was 2% while the uncertainty in the mea-
Fig. 1 (a) Top view of the experimental set-up. All dimensions sured préssures was 1%. Of.the full scale or 0'2. mm water.
in mm. (b) Side view of the experimental set-hp. (©) A typical A two-dimensional excitation slot of 25 mm width that spanned
cell of the turbulence generating gri the height of the test section was IO(_:ated on the Wlnd tunnel wall,
50 mm upstream of the plate leading edgee Figs. (a) and
1(b)]. Periodic excitation was generated by six acoustic drivers
mounted onto a sealed box located outside the tunnel wall. The
distance between the excitation slot and the plate leading edge
was 130 mm. The acoustic drivers were activated by a function
gsenerator through a power amplifier.

vestigations(i.e., flow over sharp cornefd,2] or turbulent flow
over a flat platg3]). Active Flow Control, using nominally 2D
periodic acoustic excitatioftermed AFC for the reminder of this
manuscript reduced the mean size of the bubble. The FST w.
then increased from 0.4% to 11% by placing a grid upstream of2.2 Generation and Documentation of the Free-Stream
the test plate’s leading edge. The spectral content of the oscilfatrbulence (FST). Elevated free stream turbulence was gener-
tions in the free-stream and in the separated shear layer, wated by placing an accurately machined metal ¢Ffey. 1(c)],
documented in the presence and in the absence of AFC. The efi@eide of 5 mm thick/Aluminum plate, at various upstream dis-
of the elevated FST on the modification of the separated sheances from the plate leading edd€igs. 1a) and ib)]. The in-
layer that was already affected by the periodic excitation wadlew conditions for each test were measured and defined for the
documented as well. Additional measurements included surfasaseline(without grid and for three additional locations of the
pressure distributions as well as mean and fluctuating velocityetal grid: 1500 mm, 600 mm, 300 mm upstream of the plate’s

profiles. leading edge. Inflow turbulence levelsased on the fluctuating,
streamwise velocity compongnineasured 100 mm upstream of
2 Experiment Setup the plate leading edge, in the center of the test section are pre-

sented in Table 1, for the free-stream reference velocity of 5 m/s.

2.1 Description of the Apparatus. A transitional separation Also shown are the streamwise integral length scales, calculated
bubble was formed on a flat plate due to a combination of ifsom the autocorrelation functiofintegrated from unity to the
inclination and flow bleed out of the opposite tunnel sidewall. Thierst zero crossingby assuming a convection velocity that is equal
test plate was mounted verticallgs shown in Fig. ()] in the to the free stream fok x.
914 mm (heighy by 609 mm(width) and 6000 mm(long), test The decay rate of the streamwise turbulence level measured at
section of the low speed, closed-circuit wind tunnel at Tel-Avix= —100 mm, with the grid positioned at increasing distance up-
University. The plate dimensions were, length;=1300 mm, stream of the plate LE are shown in Fig. 2. The data suggests that
height: W= 849 mm, and thickness of 20 mm. The plate had a 1ihe decay rate of the power spectral density is linear with distance,
elliptic leading edge. in agreement with published data for grid generated turbulence

The plate trailing edge was hinged to allow a limited variatiofil2]. The spatial variations of the turbulence levels in theZ
in incidence(w) relative to the oncoming flow. The opposite sideplane atx=—100 mm were also measured and the variation were
wall of the wind tunnel was replaced by adjustable vertical lodess than+2.5% with the exception of the base flow that was
vers. The combination of adjustable louvers and the variation @pproximately 3 times higher. The power spectra of the FST mea-
the plate incidence was intended to cause divergence of the meared at the above location are presented in Fig. 3. The spectra
streamlines near the plate leading edge, and thus induce a contnetasured with the grid being present, are typical to turbulence
lable size of a separation bubble. The louvers were not essensipectra in low speed, grid generated turbulence. For>FHS%,
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Fig. 2 The effect of grid position on normalized turbulence A Z [hot-wires spanwize spacing, mm)]
levels, measured 100 mm upstream of the plate LE. M
=25 mm, rectangular grid and bars. Here  x is the distance be- (a)
tween the grid and the measurement location
1 1
R,u(AT) -8 FST=1.9% !

one may observe an inertial subrange spanning at least one deca |
of the midrange wave numbe(sorresponding to frequencies be- 0.8 - FST=4.2% ‘L
tween 80 Hz and 800 HzAt higher frequencies the negative |
slo i indicati -~ FST=11.0%

pe of the power spectrum increases, indicating the effects c - A

dissipation, while at lower frequencies the slope approaches zer 0.6 L}
The absence of peaks in these spectra suggest that the turbuler
generated by these grids is reasonably homogeneous although ;
integral scale increases in the direction of streaming as it alway "
does in such cases. One may therefore assume that this turbulen 0.4 L%

is also reasonably isotropic in spite of the fact only one velocity
component was measured.

Two point spanwise cross correlatio®, (Az), and the auto- 0.2
correlationR, (A7), are plotted inFigs. 4a) and 4b), respec-
tively]. TheR,(AZz) correlations decay with increasidg reach-
ing a plateau withim z<25 mm for all the cases corresponding to

the grid cell size. The autocorrelatioRs (A7) measured at 20, 0
50, and 140 cm downstream of the gf@hd 10 cm upstream of 0 0.005 0.01 0.015 0.02
the plate’s leading edgentercept theAr axis atAr~7, 11, 18 AT [sec]

ms, respectively. )
The integral scales cited in Table 1 were calculated from the
integral of the correlation coefficients from unity to the zero crosgg 4 () The effect of grid position  (determining FST level )
ing (or extrapolated to jt The free stream velocity was used t%n turbulent scales using two wire correlations. Note that the
initial spanwise separation between the hot-wire centers was
about 3 mm while each HW was about 2 mm wide.  (b) The effect
1.E-03 of grid position (determining FST level ) on streamwise turbu-

2 lent scales
{u'/U)
1.E-04

lations suggest that the integral scales increase linearly with in-
creasing distance from the turbulence-generating grid.

J—
JE—

1E-05 | \ \

E06 \\ :\ \l|=s1'—=110°_7| convert the temporal to spatial integral scale. Both sets of corre-

1.E-07 AN The power spectra of the’ component of velocity measured
\\ @/ﬂ 20 mm downstream of the leading edge and inside the mixing

1.E-08 \— FST=1.9% layer bounding the bubble are shown in Fig. 5. The presence of
W the grid not only incr_eased the _turbulence level thus elevating the
1.E-09 | T power spectrum but it also eliminated the spectral peaks observed

1 10 100 1000 10000 in its absence. These spectral peaks are associated with the rollup
Frequency, Hz _of the_l_arge eddle_s that are gener_ated by the Kelvin—Helmholtz
q y instability mechanism. Since the size of the bubble was affected

Fig. 3 The effect of grid position  (determining the FST level ) by the presence of the grid, the disappearance of the spectral

on FST turbulence spectra, measured 100 mm upstream of the peaks at FS¥1.9% and higher may be attributed in part to
plate LE. M=25mm, rectangular grid, rectangular bars. Data the change in the location of the probe relative to the dividing
was acquired at z=0 and y=100 mm streamline.

Journal of Fluids Engineering NOVEMBER 2004, Vol. 126 / 1017

Downloaded 03 Jun 2010 to 171.66.16.153. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



1.E-02 tegration limit was taken ag=100 mm, where the amplitudes
I reached an asymptotic limit with a reasonable accuracy. The re-
(u'iy,) ceptivity of the plate LE flow to the excitation emanating from the
1E-08 4 NC ] slot in the tunnel wall was very high. The fluctuation levels of
: AN I frequencies considerd@5 Hz and 80 Hgdecayed with the dis-
: tance from the slot in the tunnel wall to a similar low value and
achieved a plateau around 100 mm from the test plate. A flat
1.E-04 W
1E05 1 — FST=0.4%k

frequency response of the excitation was achieved by adjusting
the excitation voltage at different frequencies to obtain the
sameCpu.

Before attempting to quantify the effects of elevated FST on the

effectiveness of AFC in controlling a separation bubble, one needs

A FST=1.9% to consider the possibility that FST interacts with the excitation
‘4_.—'7 and alters its magnitude or spanwise coherence near the LE. To

1.E-08 evaluate this effect, amplitude calibrations were repeated at two

1 10 100 1000 FST levels Tu=~0.4% and 3.0% and at two frequenciesr

Frequency [Hz] =25 Hz andF =80 Hz. These were the frequencies used through-

out the reported investigation. It was found that the mean veloci-
Fig. 5 The effect of elevated FST on velocity spectra inside the ties measured 2 mm upstream of the LE, increased due to the

separated shear layer close to the plate LE ~ (x=10mm). Ueis  presence of the elevated Foth data sets were acquired with
the local free stream velocity AFC activated, corresponding to the reduction of the LE Cp. The
RMS values of the velocity fluctuation and more specifically the
velocity fluctuations at the excitation frequency increased as well.
2.3 Introduction of Periodic Excitation. The objective of This indicates that the excitation emanating from the slot in the
the present study was to identify the effects of the twoside-wall of the tunnel and penetrating into the leading edge
dimensional excitation on the characteristics of the separatibnbble scales with the external mean velocity and it is not signifi-
bubble in the presence of elevated FST. The excitation methoantly altered by the presence of elevated R&3 will also be
consisted of an acoustic disturbance that was introduced frontliscussed later with respect to the data of Fig\. Tdis finding
slot in the tunnel wallFigs. Xa) and Xb)]. This method of ac- eliminates the possibility that the effectiveness of the AFC was
tuation relies on acoustic receptivity of the leading edge to theduced as the FST level was increased because the magnitude of
excitation emanating from the tunnel wall upstream of the tethte separated shear layer excitation has diminished. The FST ef-
plate. Six 40-W acoustic drivers connected to a single cavity wef@ct on the spanwise coherence of the excitation will be discussed
used to introduce the periodic perturbations through the slot. Thiedetail in Sec. 3.3, but it could be stated that it also did not
following method for quantifying the nondimensional periodic addeteriorate in the vicinity of the leading edge, due to elevated FST.
dition of momentum(momentum coefficient C, was used in The tunnel free-stream reference velocity was 5 m/s for all re-
order to be consistent with the well-known excitation method, iported experiments.
which an oscillatory jet emanates from a slot on the test surface
(see[13], and references thergirin the latter case, the following 3 Discussion of Results

definition was use@14
@14 3.1 Overview. Several indicators were used to characterize

2h [y 2 the bubble and the effects of the FST and AFC on it. The bubble
Cuzf U/ (2.1) height was characterized b, the distance in the wall normal

— direction in which the mean velocity was 50% of the velocity at
where uj2 was the mean square of the slot velocity perturbatiohe outer edge of the boundary layer. Mean static wall pressures
andU; was the undisturbed, free-stream velocitys a reference provided another indicator for some bubble characteristics. The
length scale, anth is the slot width. When excitation emanatedvariation in the mean reattachment location was established from
from the slot in the wind-tunnel wall, the boundary layer responghe x location where the second derivative of the wall pressure
close to the test plate leading edge was quantified by integratig?C p/dx?) was equal to zero, while the mean pressure inside the

the oscillatory momentum coefficient defined as bubble is an indicator for the curvature of the reattaching stream-
. line. The skin friction, C¢, downstream of reattachment was
:; . f (u')zdy 2.2) evaluated from the mean velocity profiles assuming the universal-
1ol Jo ' ' ity of the “law of the wall,” although the validity of this approach

) was not tested. Another possible indication for reattachment is the
where(u’) was the phase locked fluctuating component of velog |ocation in which the fluctuating part of the wall pressures
ity measured near the plate leading edge. Unless otherwise stafgglched a maximurfil5,16]. This indication provides a reliable
the characteristic length scale€Ly) is the length of the base- criterion for flow reattachment in uncontrolled flow, but was not
line bubble in the absence of the grid at low FST. Although inysed presently for the controlled flow due to the inadequate fre-
trinsic differences exist between the two methods of actuation, Weency response and additional flow related complications, such
regarded their net effect on the flow by considering the total c@s an observed secondary peak in the wall pressure fluctuations
herent fluctuating momentum across the boundary layer. An &#iated to the maximum amplitude of the periodic excitation
ample illustrating the validity of this calibration method was proghove the bubble. The boundary layer recovery rate downstream
vided in[10] (and in the Ph.D. thesis by Nishriwho compared of reattachment was evaluated using the boundary layer shape
the effects of excitation provided by an acoustic driver located factor and the effects of EST and AFC on the total drag was
a cavity and emanating from a slot to an excitation generated by:gtimated from the boundary layer momentum thickness. A mea-
vibrating ribbon on the surface. It was concluded that for the samgre of the boundary layer unsteadiness is provided by the varia-
levels of fluctuation at identical frequencies, the effects on th@n of the maximum RMS values of the normalized fluctuating

flow were also identical. ) boundary layer velocity W/,./Una) in the streamwise direc-
Amplitude calibration was performed by scanning the flo

without the turbulence generating grid, using a hot wire placed at
x=—2 mm from the leading edgeip streamand integrating the 3.2 The Effects of the FST on the Uncontrolled Bubble.
amplitude of the ensemble averaged fluctuations). The in- Although the flow in the separated shear layer is extremely un-
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Fig. 7 The effect of FST level on Yy, (the wall normal direction
Fig. 6 The effect of FST level on mean wall pressures. No AFC in which the local mean velocity is half the external velocity ).

No AFC

stable with a critical Re50 (based on the initial momentum L o

thickness of the mixing layer and the velocity difference acrossfgduction indH/dx, that is indicative of the tendency toward
[17] and probably undergoes natural transition soon thereatter, §@uilibrium. The final value oH at the furthest downstream
superposition of the grid turbulence elevated the turbulence levifition that was measured is about 2.0 Tar=0.4% while it is

in this shear layer by an order of magnitude. This is particular§Pout 1.7 forTu~11%. These values are still higher th&h
evident at scales that are commensurate with the integral scale&df-4 that is expected for an equilibrium turbulent boundary layer
the grid near the plate leading ed@e., frequencies between 5pat zero pressureigradlet(ll\lote that the pressure gradient is small
Hz and 350 Hz in Fig. b The grid generated turbulence als@tX>375mm, Fig. 6. )

interferes with the eddies associated with the Kelvin—Helmholtz The boundary layer momentum thickness downstream of reat-
instability, eliminating the presence of the peaks in the specti@chment s plotted in Fig.(B). This parameter is used to evaluate
shown in Fig. 5 when the FST was 0.4%. The added FST did g€ total drag experienced by the flow due to the presence of the
have a pronounced effect on the mean separated flow near the pgbble and the skin friction downstream of reattachment to the
as indicated by the indifference ¥f,, at x<100 mm to the FST end of the measurement domain. It was found that the elevated
(Fig. 7), but the reattachment process was accelerated. conkeT mgreased the momentum loss downstream of reattachment
quently, the earlier reattachment increased the curvature of @€ to increaseC;.

separating streamline and accelerated the flow around the LE, a§ 3 The Combined Effect of EST and AFC. The AFC had

seen in the pressure distributions of Fig. 6. It is therefore speciiyronounced effect on the pressure distribution close to the LE at
lated that vortical structures associated with the FST increased FST, the suction peak increased as did the pressure recovery
mixing across the shear layer accelerating reattachment. The gke further downstream. High frequency excitation was more ef-
fect of the elevated FST on the Me@p's could be seen in Fig. fective in increasing the suction than low frequencies at all FST
6. Even though th€p next to the LE became more negative, thg,,e|s The optimal reduced frequendy’, is in agreement with

E_rers;surle relcovfery is faster becadsgp/dx has also increased at e fingings of Sigordsofs] who investigated the flow on a blunt
'gTth bevezo FSfT'h bubbl deduced frgm. (the v | faced cylinder with acoustic excitation emanating from the up-
e boundary of the bubble, as deduced frém, (they loca-  gyeam corners and found out that the optimal reduced frequency

tion at which the mean velocity is equal to 50% of the extern +_ . .
velocity), is plotted in Fig. 7. It shows that close to the L&, % F*=3. (Note that we are rescaling the results{8f according

was not affected by the FST, but farther downstredgy was
reduced by the increased FST level. The maximum bubble height

was reduced by about 10% for FST1%, while near the end of 300 :

the measurement domain the reductionYip, was more signifi- | WFST=04%
cant. The spreading rate of the separated shear layer, as indicated 250 | mFST=1.9%
by the vorticity thickness, increased from 0.175 corresponding to | mFST=42%

FST=0.4% to 0.20, 0.236, and 0.242, for FST of 1.9%, 4.2%, and 200

11%, respectively. This is in agreement with the datf1@j.  BFST=11.0%

The reattachment locatiofas evaluated from the location of E | B e
d?Cp/dx?~X0) [16] is plotted in Fig. 8 for the range of FST = g
used in the present experiment. Increased FST, in the absence of
periodic excitation, reduced the size of the bubble from 100
=260 at FSF0.4% toXr=170 at FSF11%. Also plotted on

this figure the results of periodic excitation for the four FST levels 50
considered, but these will be discussed later.

The change in the shape factor of the boundary layer down-
stream of the bubble reattachment regjfig. 9a)] provides an
indication of the rate at which the boundary layer approaches
equilibrium, while its value is an indicator for the possible reocrig. 8 The reattachment distance, based on the inflection
currence of separation. It may be noticed that an increase in gnt in the Cp distributions for the baseline and for the con-
FST reduces the shape factdt, This was accompanied by atrolled bubbles

NO AFC f=25Hz f=80Hz
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Fig. 9 (a) The effect of FST level on H (the boundary layer (b)
shape factor ) downstream of reattachment.  (b) The effect of 12 : l ]
FST level on @ (the boundary layer momentum thickness ) -
downstream of reattachment % —o- FST=04%
09 -8 FST=1.9%
06 LK - FST= 4.2%
to our following definition of F*, to be based on the bubble -o~ FST=11.0%

length and free stream velocityThe reduced frequencys* 0.3
=fL,/U,, used presently is proportional to the ratio of the
bubble length in the absence of the grid,E250mm) to the ACp g

excited wavelength. Since the length of the bubble was altered b

both FST and AFC, the actual frequencies., 25 Hz and 80 Hz ﬁ/?

are mentioned throughout the paper rather than the reduced fri 03 \\s—ea"‘r v

quencies. The growth-rate of the separated shear layer vorticity \9_4,/0’0’

thickness, has increased by 34% and 5@&bative to its unper- 0.6

turbed value of 0.175 at F$90.4% as a consequence of the 0 50 100 150 200 250 300 350 400 450
excitation at 25 Hz and 80 Hz, respectively. The effect of intro- X [mm}]

ducing the AFC on the reattachment distance decreased with ir ©)

creasing FSTFig. 8. FST shortened the bubble from 255 mm at
FST=0.4% to 165 mm at FS¥11% in the absence of externalFig. 10 (a) The effect of FST level on uncontrolled  (no AFC)
excitation, and thus the introduction of AFC can not reduce ttieean wall Cp deviations from the Cp of FST=0.4% (of Fig. 4)
bubble as much at high FST as it does at low FST. Increasing thgen the flow was uncontrolled.  (b) The effect of FST level on
level of FST also increased the deviation®€p from its refer- E?]ggr?t”riﬂe d(AFcCp a(‘z)tf"’lfitged :)”\:\?r?e”n";’ﬁg ﬂgx \%Z‘gaéfc?tse df:;m t,r__‘_e’_
. — 0 a0 . )

Zn;?n Eiasgiggtig} f?)?sifnnce of thet g(mﬁl{q;oél ?(X rﬁd%cms_g zl_ (F=25Hz). (¢) The effect_of_ FST level on controlled (AFC

9 potential | provement Dy 9. &)]. 20N o tivated ) mean wall Cp deviations from the uncontrolled Cp
trolled ACp distributions(from which theF=0 Cp of Fig. 6for ot Fig 4 ) when the flow was excited at F+=~3 (F=80 Hz)
the same FST levels were subtragteat F=25Hz and F

=80Hz are presented in Figs. (bD and 1@c), respectively, in
order to evaluate theet effecof the AFC. The excitation momen-
tum coefficient for both frequencies was 1250 *+25%, re- large and the pressure recovery was initiated at smaller distances,
gardless of the FST level. The AFC accelerated the flow closexoAs the level of the FST increased from 0.4% to 11.0%, the
the LE and increased the pressure recovery rate further dowmcontrolled bubble length decreased as WeEigs. 8, 1Qb)—
stream. Excitation aF =80 Hz was clearly more effective at all 10(c)]. The net effect of AFC seems to have been overwhelmed by
FST values. Th€ p variations due to the application of AFC wereFST that exceeded 4.2%. Nevertheless, the excitation frequency
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5 T 4.2% and 11.0%, while thelocation of the maximum height was
o decreased from 230 mm to 190 mm and 180 mm, respectively.
Note that there is a gradual decrease in the bubble height as the
FST level increases and that for FST1% it monotonically de-
creases for alk stations[Fig. 11(a)].

The AY,, for the controlled bubbles are presented in Figs.
‘ [ 11(b) and 11c) for F=25Hz andF=80Hz, respectively. The
20 j‘ OFsT=19% | data forY,, of F=0 (Fig. 7) were subtracted from the controlled

r
‘T

0 4
Y250 - o

Yz Fst=04% 5 O
[mm]

id

-10 4 2.0

1
/

-15

4

Y., data(for each imposed FSTo help identify the clear trends

2y o FSTRAZE of the AFC, as the level of FST was increased. The most notice-
-30 =1 O FST=11.0% ] able effect of AFC onY,, is at F=80Hz and FS%*0.4%. El-
35 i evated FST combined with AFC reduces the bubble height, but it
0 50 100 150 200 250 300 350 400 450 is not capable of eliminating it altogeth@¥igs. 7 and 8 AFC has
X [mm] a very strong effect in reducing the bubble height, but this effect
(@) diminished as the FST level was increagEis. 11b) and 11c)].
FST alone had a similar but weaker effect®¥,,, [compare Fig.
s \ I ; 11(a) to Figs. 11b) and 11c)]. It was found thaf = 80 Hz [Fig.
Yizosmz= 0 | | 11(c)] had a stronger effect on reduciig,, closer to the leading
Ying 5] ) edge tharF =25 Hz did[Fig. 11(b)], however the lower frequency
[mm] N gﬁm |_© was more effective at large distances and at elevated FST. At low
-0 = ‘ %tf—\\ﬂ FST, AFC reduced the bubble height by more than 75%, while the
5 N \S\é\& AFC effect persisted at increased FST levels but the magnitude of
- \\ S o the effect diminished. At large stations §>275 mm) and large
20 %‘ ::::: ‘9\9\ FST levels(4% and 119%, F=25Hz was more effective thaf
26 - o 6§ g =80Hz.
% | aFsTeazk o—or— A comparison of the reattachment location indicdta., based
» ’ ° Fs’i’:”"ﬁ . 1‘ on the inflection point irCp [16]) is presented in Fig. 8. The net
- effect of the FST withF=0 provides a reduction ir location of
O e reattachment, fronXr=260 at FSF0.4% toXr=170 at FST
b) =11%. The data further indicates that the reattachment location
was reduced fromx~260 mm in the uncontrolled flow tx
5 \ ~150mm by F=25Hz excitation and tox~60mm by F
Yizamz- 0 { =80 Hz excitation. The relative reduction in reattachment loca-
Yir0 %@;\S\ tion due to AFC decreased as the FST level was increased and
[mm] A \ ”‘&he-‘}_e_%y’*@* excitation atF =80 Hz was more effective thaf=25Hz, how-
10 |- \ Q\B\M*ﬂ—éf:"‘f ever, theF =80 Hz excitation was also more sensitive to the FST
s \\ S| level. There was qualitative agreement between several methods
i S~——aal—"0 of identifying reattachment also at elevated FST levels. According
-20 —— : to the Cp inflection point criterion, reattachment location fer
¢ FOT=04% =80 Hz and FS*0.4% wasx~70 mm and it was shifted down-
| OFST=1.9% ! .
| A raTeaom \s\& /Q> stream thzloo mm for.hlgher FST levelig. 8). At Ipw FST,
0 4‘ O FST=11.0% ~lo—o] the location of the maximum wall pressure fluctuations roughly
B coincides with the location of th€p inflection point. However
0 50 100 150 200 250 300 350 400 450 with AFC activated, the uncertainty in using the maximum of
X [mm] Cpums as an indication for reattachment became large, since there

@ were more than on&€p,,s peaks observed in the streamwise
Fig. 11 (a) The effect of FST level on uncontrolled  (no AFC)  CPrms distributions and the frequency response of the pressure
Yy (referenced ) to the Yy, of the Tu=0.4% data (of Fig. 7). (b)) ~ Scanning system was no longer flat even between 25 Hz and 80
The effect of FST level on controlled  (AFC activated ) Yy, devia- Hz.
tions from the uncontrolled Y3, (shown in Fig. 7 ) using FT=1 The recovery rate of the boundary layer downstream of reat-
(25 Hz). (¢) The effect of FST level on controlled  (using F tachment can be evaluated from the rate at which the shape factor
=80Hz) Yy, deviations from the uncontrolled Yy, (of Fig. 7)  approaches an equilibrium valgee., H=constant It was found
using F*~3 (80 Hz) [Fig. 9a) for uncontrolled flow and Figs. 18) and 12b) for
FST=0.4% and FS¥11%, respectivelythat as the FST level
was increased was reduced and the recovery rate was re-

plays an important role since Bt=80 Hz theACp is larger than laxed, due to the smaller difference to equilibrium flow. AFC had
that corresponding t& =25 Hz regardless of the FST leVéligs. also a strong effect in reducind, and the minimunH of about
10(b) and 1@c)]. 1.5 was obtained for both excitation frequencies at FST of 0.4%

Figures 11a)-11(c) present the combined effects of FST andFig. 12a)]. As the FST level was increas¢fig. 12b)], AFC
AFC on Y,,. This parameter is indicative of the height of thebecame less effective in reduciyy where agair-=80 Hz was
bubble above the surface. The sole effect of increasing the F8ibre sensitive to the FST level. Excitation wkh=25 Hz proved
level could be evaluated from Fig. (H). Note that Fig. 1(a) to be more effective at large distances from the leading edge than
presents thelifferencebetween ther,,, measured at low FST and F =80 Hz and therefore should be more effective in reducing the
that measured at higher FST levels in the absence of AFC. Thmbability that the flow will separate again downstream of the
bubble height increases very rapidly close to the LE, regardlesstafbble, if an adverse pressure gradient will be encountered.
the FST. TheYy, of the bubble at FST of 0.4% reaches about 43 The boundary layer momentum thickness may serve as an in-
mm at x=230 mm (see Fig. 7. The bubble height was slightly dicator for the total drag coefficient from the LE to théocation
increased and the location of its maximum height moved upstrearhthe measurement in the absence of pressure gradient. It was
when FSF1.9% (Fig. 7). The maximum bubble height was de-noticed [Fig. 9b)] that elevated FST increased the momentum
creased to 41 mm and 37 mm, respectively, for FST levels lafss, presumably due to a change in pressure gradient and an
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Fig. 12 The effect of periodic excitation on the boundary layer
shape factor downstream of reattachment at two FST levels: (@
FST=0.4%, (b) FST=11%

increasedC; downstream of reattachment. AFC reduced the mo- 0.01 = P
mentum loss, presumably due to a reduction in the bubble size an 0 S50 100 150 2‘;‘() 250 300 350 400 450
by affecting theCp, distribution thus reducing the form-drag. As [mm]
the FST level was increased, the relative reduction in the momen (b)
tum thickness diminished, in agreement with previous observa- I
tions, with the largest reduction in effectiveness noted betwe&l: 13 The effect of FST level on oscillating ~ x momentum
FST of 0.4% and FST of 1.9% =80 Hz was again more Sensi_|ntegrated across thg shear Iaygr at the fupdament’il excitation
. frequency (a) and its harmonic (b), using F+=1 (25 Hz) and
tive thanF =25 Hz to elevated FST levels. F+=3 (80 Hz)

One of the benefits of using AFC for controlling the separation
bubble is generating a steadier flow downstream of reattachment.
An indication of this effect was found when the maximum bound-
ary layer turbulence level vswas evaluatef19]. At low FST and
small x stations(i.e., where there was a significant reverse jlow they might be considered as the cause for the effectiveness of the
the AFC increased the turbulence level. This was expected kgtire AFC method. Ak=10 mm the intensity of the fundamental
cause the separated shear layer amplified the excit@®will be  excitation frequencie€Fig. 13 was similar, regardless of the fre-
shown in Fig. 13 and discussed in the context of that)d&ar- quency of excitation or the FST level. Both frequencies were am-
thermore, the shear layer is closer to the surface and thus presgfified up tox~40 mm and FS®11%. Elevated FST reduced the
fluctuations will increase even if the coherent structures are ngiplification rategmost notably those of =80 Hz at FSFE4%
changed. The boundary layer turbulence level peaked at the regid 11%. This observation can partially explain the reduction in
tachment region and decayed to below the maximum FST level#k effectiveness of the AFC at large FST levels. The differences
the uncontrolled flow downstream of reattachment. Excitation Between the amplitude evolution ¢f=25Hz and that ofF
F=80Hz was more effective than excitationfat=25Hz in re- =80 Hz are very significant. However, the maximum takes place
ducing the maximum boundary layer turbulence level, but thg x stations roughly corresponding to the frequency réti, the
difference between the two frequenci@nd between those andhigher frequency saturates at a lowein agreement with the data
the uncontrolled flowdiminished as the FST level was increasedshown in Ref[6]). The amplitude of =25 Hz was increased up

The magnitude of the squared streamwise velocity fluctuaties x=130 mm while, F=80 Hz amplitudes decays for all FST
associated with the fundamental excitation frequengy) @nd its  |evels atx greater than 40-50 mm. These differences are ex-
harmonic (1,¢) were integrated across the boundary layer in thglained by a combination of at least two effects. First, the higher
form I,=[Ju?edy and are presented in Figs.(@Band 13b). excitation frequency becomes neutrally stable closer to théasE
The boundary layer thickness dsandn=1 marks the fundamen- shown for a free mixing layer in Ref6]). Second, the nonlinear
tal andn=2 its harmonic. These parameters are evaluated sinm®dification of the mean flow which the excitation fat80 Hz
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generates, alters the stability characteristics of the mean flow th 0.8 - T 1 l
in return causes an earlier saturation of the perturbations. ‘ i

The intensities of the first harmonic of the excitation frequency 061 F=25Hz l
[i.e., 50 Hz forF=25Hz and 160 Hz foF =80 Hz, Fig. 13b)], 0.4
behave in a similar way to the fundamental suggesting that it i. /A\ A
tied to the amplitude of the fundamental and it is probably not ar 0.2 A 7/
independent manifestation of an instability. Phase »

The diminishing amplification of high frequencies with increas- rad] w H f
ing FST level, suggests the possibility of destructive interferenc: 02 L.
between the forced, predominantly two-dimensional, excitatior \o/ l’ & FST=04% x=-2mm !
and the random FST structures. This is especially important at tr 04 Il —o- FST=0.4%x=70mm [
high frequencies that posses similar scales as those of the FST. 06 ‘ | o FST=11.0% x=2mm |
order to check this hypothesis, pairs of velocity signals were mee ' \ Il e FST=11.0% x=70mm ’
sured at varying spanwise spacing in the separated shear lay 08 | ‘ : * * ‘
just upstream of the leading ed@ee., atx=—2 mm andy=0), 0 25 50 75 100 125 150 175 200
and where the excitation reached its peak amplitude farther dow Z (distance between hotwires, mm)
stream. These data were used to evaluate the cross spectra in (@)
attempt to quantify the effects of the elevated FST on the spar
wise coherence of the excitation. The downstream measureme 08 ' ‘
locations werex=40 mm andy=20mm for F=80Hz andx ’ | i = FST=0.4% x=-2mm |
=70mm andy=45mm for F=25Hz, where the amplitudes 06 4 F=80Hz !_ —o- FST= 0.4% x=40mm P
peaked. One of the hot wires was stationary-at-200 mm and o FST=11.0% x=-2mm #
the other was traversed in the regioa —195 mm toz=0 mm at 0.4 _ _ }
10 mm increments. The minimal spanwise separation between tt 02 "'FST’";O% x-4omm
two wires was about 3 mm. Initially we considered the cross | e
correlation coefficient between the two signals where the ampliPhase i:ﬁ
tudes peaked. A clear reduction in the maximum correlation coet [rad]
ficient, as the spanwise spacing was increased, was noted for i -0.2
creasing levels of FSTF=80Hz was more sensitive thah
=25Hz to the increase of FST according to this criteria. The ‘“A./
cross spectra of each pair of velocity signals was also calculate 06
in order to evaluate the FST effect on the spanwise coherence
the nominally two-dimensional excitation. It could be seen thai 0.8 :
the phase of the cross spectraFat 80 Hz [Fig. 14(b)] become 0 25 5 75 100 125 150 175 200
significantly more scattered with increased FST level than a simi Z (distance between hotwires, mm)
lar phase corresponding =25 Hz [Fig. 14a)]. The standard (b)

deviation of the phase about the spanwise averaged medn for )
=25 Hz was approximately 0.04-rad for FS0.4%, 0.077 rad at Fig. 14 The effect of FST level on the phase of the velocity
FST~1.9%, and it increased to about 0.13 rad at K&T2% and cross spectral dgnsﬂy at th_e excitation frequency. Data taken at
11.0%. ForF =80 Hz the standard deviation of the phase aboi®y™ ™ E]}(';”rp“,f_‘fgo'oH‘;at'f’b”)] a%%ug T”;Jg;m’: :fzt?]:ZL'E(a) (‘Tj
the spanwise averaged mean was about 0.05 rad forBS®6, _, mm) ' J P

0.09 rad at FS¥1.9%, and it increased to 0.25 rad at 11.0%te

that only the FS¥0.4% and 11% FST data are shown in Fig).14

The FST had a negligible effect on the scatter of the phase coher-

ence at the leading edEigs. 14a) and 14b), x=—2mm datd  fiow, The effectiveness of the current AFC method, using periodic
especially forF =80 Hz excitation that is otherwise more sensiaycitation was noticeable even at the highest FST levels, but the
tive to FST. This indicates a possibility of destructive interferencgificacy of the AFC was reduced due to the elevated FST. The
between the free-stream turbulence and the excitation, reducing#gyced effectiveness is attributed to a phase randomization by the
spanwise coherence particularly when the scales of the excitatie§T on the coherence of the nominally two-dimensional periodic
and the FST are comparable. The amplitudes of the cross spegigitation.

and the power spectral densities of the excitation amplitude wererytyre research could include a real-time identification scheme
not reduced. It could only be speculated that the decrease of EBecapture the structure of the incoming FST and adjust the am-
spanwise coherence due to the elevated FST reduced the effectgude and phase of the periodic excitation to generate an effec-
ness of the periodic excitation in controlling the separatiof,e closed-loop control needed to overcome the phase-
bubble. It should be noted that the velocity fluctuations associatgghdomization by the FST. If higher control authority would be
with the excitation are of th_e same order as the typical vortices #Vailable (i.e., higher 2D amplitudes or 3D unsteady excitation
the free stream, for the highest FST level tested. Thereforeygydes, it is possible that the excitation will maintain its effec-

nonlinear interaction is possible. tiveness even at high FST. Additionally, it is worth exploring a 2D
excitation that emanates from the plate rather than from the side-
4 Conclusions wall in order to eliminate any possibility of phase randomization

upstream of the leading edge and to investigate separation bubble
tro-lrlir:weg Zﬁggésagt%ﬁvﬁzgIgrti%igﬁatlrrwneE;r:lélfegﬁeﬁg d?cne(;((():ri]t:ati (;Bat forms farther downstream of the leading edge, with a thicker
(AFC) were studied experimentally. It was found that the bubblemmar boundary layer upstream of separation.
is very receptive to two-dimensional periodic excitation. The
bubble dimensions were significantly reduced with effective ex?\ K led

tation at reduced frequencié@sased on the bubble length and fre cknowledgments

stream velocity in the range 1-3. The bubble height and length The experiments were conducted in the Steve and Mary
are also reduced by elevated FST. However, even at the highgletadow Aerodynamics laboratory at Tel-Aviv University and
FST level of 11%, the bubble was still present in the uncontrollesponsored in part by the Lazarus and Meadow funds. This project
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Donald J. Bergstrom

Department of Mechanical Engineering, This paper investigates the effects of surface roughness on the transport and mixing
University of Saskatchewan, properties in turbulent boundary layers created in an open channel. The measurements

Saskatoon, Canada S7N 5A9 were obtained on a smooth and two different types of rough surfaces using a laser
Doppler anemometer. The results show that surface roughness enhances the levels of the

Ram Balachandar turbulence kinetic energy, turbulence production, and diffusion over most of the boundary

Department of Givil & Environmental layer. The distributions of the eddy viscosity and mixing length are also strongly modified

o Engmgenng, by surface roughness. Furthermore, the extent to which surface roughness modifies the

University of Windsor, turbulence structure depends on the specific geometry of the roughness elements.
Windsor, Canada N9B 3P4 [DOI: 10.1115/1.1792265
Introduction obtained in rough-wall channel flows by Mazouz, Labraga, and

urnier[8] and Bakken and Krogstdd 1] conclude that rough-
ss reduces the level of the Reynolds stresses. In most of the
ior rough wall measurements, only mean velocity and Reynolds

. . Lo T
Many systems of environmental and engineering interest hewg
surfaces that are rough. Examples include flow over turbi 3

blades, aircraft wings, riverbeds, and flow in heat exchangers esses were reported, and so roughness effects on turbulence

p|p|ng.n('atworks. S“rf‘?‘c‘? roughne.ss,.l'n addition to increasing L fffusion and other mixing characteristics in turbulent boundary
skin friction characteristics, has significant effects on convectl\{g ers are still poorly understood

heat and mass transport rates in the flow. Therefore, an adequa umerical prediction of rough-wall turbulent flows has also

understanding of roughness effects on the mean and turbme?&‘?eived considerable research attention over the past three de-

characteristics is required to improve engineering design PraCides. Cebeci and Chag2], Krogstad[13], and many others

tices. ; = . - .
. . _..applied mixing length and eddy viscosity models to predict the
The analysis of turbulent flow over rough surfaces is signifisy g o cteristics of the mean flow over rough surfaces. More re-

cantly more complex than that for a smooth surface. For examp ntly, Zhang, Faghri, and Whitl4], Patel[15], Durbin et al.
the protrusion of the roughness elements into the surrounding fl %] énd Akin'Iade anél Bergstron[ri?]' applied t\A;o-equation tur-
comp_licates its interaction with_t_he flow both in terms of the me Iénce models, i.ek-s andk-w, to predict the mean and tur-
velocity and turbulence quantities. The problem of roughness 4§ ance characteristics in rough-wall turbulent flows. However, a
further complicated by the fact that the geometry a_nd length SCalGical review of the present state of knowledge will indicate that
of the roughness _elements encountered in practice vary V\{Id r ability to accurately predict the turbulence quantities in rough-
e.g., from well-defined geometry such as regularly spaced ribs\i)|| tyrbulent flow is deficient compared with the success
random roughness such as terrain roughness and manufactupgieved in modeling turbulent flows over a smooth surface.
roughness of turbine bladés]. For these_ reasons, the stru_ctur_e of Most of the previous experimental and numerical works on sur-
rough-wall turbulent flows becomes difficult to generalize in gce roughness dealt with zero-pressure gradient turbulent bound-
way that requires a minimal description of the surface geometiyy |avers and duct flows. Although an adequate understanding of
In spite of the complex characteristics of surface roughness megygnhness effects on the transport and mixing of pollutants such
tioned above, the wall similarity hypothesis proposed bys wastewater and oil discharged from industries or catastrophes
Townsend[2] and modified by Raupach, Antonia, and Rajagonto river systems is important from environmental point of view,
palan [3] suggests that roughness effects are confined to thgyy jittle information is available. In our previous wof] we
roughness sublay¢about five roughness heightso that the mix- reported mean and fluctuating components of the streamwise ve-
ing properties in smooth- and rough-wall turbulent flows shoulgcity over smooth and three geometrically different types of sur-
be similar outside the roughness sublayer. _ face roughnessésand grains, wire mesh, and perforated plite
Given their practical importance and complexity, several exn open channel. The present study documents the effects of sur-
perimental studies have been conducted to advance our undgke roughness on the Reynolds stresses, turbulence kinetic en-
standing of rough wall turbulent flows, e.g., Krogstad and Antonigrgy, turbulence production and diffusion, and the distributions of
[4], Tachie, Bergstrom, and Balachand8l, Ligrani and Moffat eddy viscosity and mixing length in an open channel flow.
[6,7], and Mazouz, Labraga, and Tourn[&. However, conclu-
sions drawn in prior works regarding roughness effects on tixperimental Setup and Procedure
mean and turbulence quantities are not consistent. For exampl
the measurements reported by Krogstad and AntphiaTachie
Bergstrom, and Balachand#] and Bergstrom, Kotey, and Tachie

E(l)g]gﬁx:; Sd;;f;r:;\; etgriﬁz Stfr égg?hhoiltjt:?s\gsk éng ;Crztr;;g; ?ﬁ:aqoume were made of tempered glass to facilitate optical access and
levels of the turbulence intensities and Reynolds shear stress. fé%v n;lz;ua:gaetlror; J io (\a/\?:surlgc:i:%d d%alﬁé?rigﬁngfozh?rfxnt
the other hand, several other studies including the measurem%pg%tion gpar):niﬁg thepwidth of the flume. The trip was composed
Comributed by the Fluids Endineering Division | bication in tiowa of 3 mm (median diameterpebbles glued to the bottom of the
ontripute Yy the Flulids Engineering Division for publication in NAL : H
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering DivisionChanneI as a 40 mm Iong strip. The measureme.nts were_obtalned
October 25, 2002; revised manuscript received April 5, 2004. Associate Editor: @1 & hydraulically smooth surface and the fo!lowmg two different
W. Plesniak. types of surface roughnesd) a 1.2-mm medium diameter sand

®rhe experiments were performed in an open channel flume. The
channel was 10 m long, 0.8 m wide and 0.6 m deep. A schematic
the channel is shown in Figsaland b. The sidewalls of the
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@ Table 1 Typical uncertainty estimates

_\ e Measured quantity Uncertainty
Tz y +0.025 mm
[ i 5 +2.5 mm
Qi —— Flow ©,0) 0.8m 0 +5%
U *1%
) U, +2.5% for smooth surface
| [ Contraction Top view +59% for a rough surface
T +0.05
- e 10 m uZ, v2 (uv) +10%
(u%), (v°) =12%
¥ 110.6m
v -
T — > To weighing
tank
_]_/\G,d ; Side view roughness, ank; (=ksU,/v) is the dimensionless equivalent
Fromsump \ it o sand-grain roughness height. Using the equivalent sand-grain
reduction roughness heights, we estimat&;b5~0.1 for the sand grains

(Not drawn to scale)

and %g/6~0.2 for the wire mesh. Therefore, the effect of the
wire mesh roughness is expected to extend further into the outer
layer than the sand grains although the physical size of the sand
grains(1.2 mn) is twice the wire diametef0.6 mm).

For the smooth wall, the friction velocity) ., was determined
by fitting to mean velocity data in the viscous sublay&,1§.
For the sand grains and wire mesh roughness, a profile matching
technique, following Krogstad, Antonia, and Browh9], was
used to determindJ ., m, and the location of the virtual origin
(yo). That is, a mean-velocity defect profile that describes the
logarithmic region and the wake component was written in the

©

form below:
Fig. 1 (a), (b) Schematics of the open channel;  (c) photograph U U, yY+VYo Y+Ye)?
of wire-mesh roughness —=1+ In —(1+6m)|1- +(1+4m)
Ue kUg é 6
C(YHYo)® "
grain roughness coated on to a 1.75-m-long plywood sheet using S '

double-sided tape, an@) a 1.3-m-long(welded stainless-steel here k=0.41. For each data set, the valuesygf U., and =

wire mesh made of 0.6-mm wires with 7.0-mm centerline spacing i . -
s ; : ; P ere optimizedin a least-square sens® achieve a good agree-
giving a ratio of centerline spacing to wire diameter of about 1ment between Eq(l) and the experimental data set. Additional

éails of the profile matching techniques are available in
rogstad, Antonia, and Brownjel9] and Tachie, Bergstrom, and

aEﬁllachandau[S]. Because the profile-matching technique allows
ata over the entire boundary lay@e., y< 6) to be fitted and the

ue of 7r to be optimized, it provides more reliable estimates of

> and 7 than would be obtained from the classical logarithmic
|%W or Hama’s formulation. Equatiofl) was also applied to de-

A photograph of a section of the wire mesh is shown in Fig. 1
The sand grains were packed on the tape to yield the most de
arrangement.

The velocity measurements were obtained using four-be
two-component fiber-optic LDADantec Inc). system operated in
a backscatter mode. The system was powered by a 300-
argon-ion laseflon Laser Technology The optical elements in-
cluded a 40-MHz Bragg cell, a 1.96 beam expansion unit andE?rmine the value of) . and for the smooth-wall data. The value

?zgt?égwrc\/;c;cuosggtl)eln;'{ge rpnrrc])é)e_;_/ﬁtlaurgg ef:)r ;BE cprSrSc;ek? é Cv?lgfslgof 7=0.1 obtained for the smooth surface is lower than values

mounted on a three-dimensional traversing mechanism. Each r&ported for zero-pressure gradient turbulent boundary layers at

rection of the traversing mechanism was stepper-motor driven a?{H:g‘;]‘{ sv(ietﬁnc’lr%?/igﬂrsn%er; Tchhzxﬁgefgf;vo;%e'z'sﬂfxg Eetrl chjm'
controlled by a computer. Because of the four-beam arrangemﬁ.? P P :

o the LDA Sysem, i as nol posibl 0 cbtina wo-componed " oF o he ough suoceqanie e oher an
LDA system close to the wall. Therefore, in addition to two- : 9

component measurements, one-component measurements W&re effects extend into the outer region of the mean flow.

also made so that the streamwise component of the \_/elocity ﬁ%sults and Discussion

could be measured close to the wall. Detailed uncertainty analysis

was carried out and typical estimates at 95% confidence level areviean Velocity Profiles. The mean velocity profiles in outer

shown in Table 1. coordinates are shown in FigaZThe effect of surface roughness
The depth of flow was kept dt=120mm in all the experi- on the mean velocity profile in the wall region of an open channel

ments. The freestream velocity wak~50cm/s so as to mini- flow is the same as observed in zero-pressure gradient turbulent

mize Froude number effects. The acceleration paramiter houndary layerg4,9]. That is, the rough-wall profiles are “less

:(vlug)(due/dx) was estimated to be 0.¥510°%, and the tur- full” compared with the smooth-wall profile. Close to the free

bulence intensity at the edge of the boundary layer was apprositsrface, however, each profile shows a slight dip so that the local

mately 2.2%. A summary of the important flow parameters imaximum velocity,U., occurs below the free surface. The mean

given in Table 2, wheréJ,, is the local maximum velocityg and velocity gradientyU/dy is slightly negative in the regiop> é.

0 are the boundary layer and momentum thickness, respectivelyFigure 2 shows the mean velocity profiles in inner coordinates.

Re, is the Reynolds number based 0p and 6, U _ is the friction The dashed lines represent the logarithmic profiles, with the ap-

velocity, 7 is the Coles wake parameter, Ris the roughness propriate roughness shiftAU*) for the rough-wall data. The

Reynolds number based on the average roughness height,and logarithmic law constants used in this study are0.41 andB

AU™ is the downward shift in the logarithmic profile due to wall=5.0. The solid lines represent polynomial fits to the experimen-
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Table 2

Test conditions and boundary layer parameters

U, P 9 U,

Test (cm/9 (mm) (mm) Re, (cm/9 AU* T Re kS
Smooth 49.2 38 3.87 1900 2.23 0.10

Sand grains 53.1 37 4.11 2180 2.73 4.0 0.30 33 20
Wire mesh 53.4 38 491 2600 2.90 6.5 0.52 17 44

tal data. The curve fits match the experimental data reasonahbigsh than for the sand grains. The valuesdf /gy ™ are higher
well, and were differentiated and smoothed to obtain estimatesfof the rough-wall data than for the smooth-wall data outside the
dU*Igy™. Consistent with the values &fU* and# summarized overlap region.

in Table 2, deviation of the experimental data from the smooth-
wall logarithmic profile and the wake region is higher for the wire

3 T T ' ] T ]
(a) O smooth O
A sand grains G
O wire mesh
£
) %
y/é d
.
o)
14
D 4
o 5}
0 M ; .
0.00 0.25 0.50 0.75 1.00
uu
25 R AR AR !
() © smooth ,
A sand grains
204 O wire mesh B
154 E
U+
101 -
54 4
0 v TV NRAAA | v
1 10 100 1000
y+

Fig. 2 Effects of surface roughness on the mean velocity pro-

files: (a) outer coordinates (uncertainty in
+5%); (b) inner coordinates (uncertainty in
+5%). Dashed lines denote logarithmic profiles;
polynomial fits to data.

Journal of Fluids Engineering

UlU,: *2%, ylé:
Ut: x5%, yt:

solid lines are

Reynolds Stresses. The velocity scaleuf, is generally used

to normalize the Reynolds shear stress((iv)); however, there

is no consensus on the correct scaling parameter for the Reynolds
normal stressesu€,v2,w?). In most of the prior boundary layer
studies,Uf was applied to normalize the normal stresses as well.
George and Castillp22] used the asymptotic invariance principle

to show that, for a smooth-wall zero-pressure gradig®G) tur-
bulent boundary IayeLJfe is the correct scaling parameter for the
normal stresses. On the other hand, the recent comprehensive lo-
cal density approximatiofLDA) measurements by DeGraaff and
Eaton[23] demonstrated that mixed scaling {U ) is better for

the streamwise normal stressas’), and Ui is appropriate for
scaling the wall-normal normal stressas?). In this work, we
applieduf to normalize the Reynolds shear stresses. For the nor-
mal stressed,lf, Ué andU U, are used to interpret the data. As
noted earlier, the four-beam LDA system used in this study did not
permit reliablev? and({uv) data to be obtained in the very near-
wall region.

The normal stressesif andv?) normalized bin are shown
in Fig. 3a. For the present smooth-wall dat#, profiles obtained
using one-componentdashed linesand two-componentsym-
bols) LDA systems are plotted. With the one-component system,
the peak and very near-wall region f could be measured. The
two u? datasetdi.e., u? obtained using one-component and two-
component systemsollapse within measurement uncertainties.
The ZPG smooth-wall data reported by DeGraaff and Ea2&h
(Rey=1430) and previous wire-mesh dd# (also in ZPG are
shown for comparison. It should be noted that the specific geom-
etry of the wire mesh used in this and that used in Ré&f.are
different. That is, welded wire-mesh was used in this study, while
woven wire mesh was used in R¢#]. Also, the ratio of center-
line spacing to wire diameter is 12 in the present study and 4.6 in
Ref. [4]. The smooth-walu?/U? profiles obtained in this study
and prior study{23] are in good agreement in the inner region
(y/6<0.15). The present wire-mesh profile is higher than the
other datasets, including previo{#] wire-mesh data, in the re-
gion 0.1<y/5§<0.4.

Figure 3 also demonstrates that valuesuﬁuf obtained by
DeGraaff and Eatof23] are only slightly higher than the present
smooth-wall data. The sand-grain data do not deviate significantly
from the smooth-wall data set, but the wire-mesh profilesth
present and previougt]) are distinctly higher than the smooth-
wall data in the regiory/ §<0.3.

Figure 3 shows the distributions af?/UZ andv?/U? obtained
in the present work and by DeGraaff and Eaf@f]. The use of
Ué as scaling parameter demonstrates more pronounced rough-
ness effects on the normal stresses thidn and the level of en-
hancement due to surface roughness occurs over most of the
boundary layery/5<0.5). Furthermore, the shape of th& pro-
files varies from one surface to the other. Application of the mixed
scaling (Fig. ) also indicates that surface roughness increases
the level ofu?/U,U, compared to the smooth-wall case.

Figure 31 shows— (uv)/U? profiles obtained in this work and
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Fig. 3 Distributions of Reynolds stresses on smooth and rough surfaces (uncertainty in normalized  u?, v2,
(uv): £12%, y/ &: +5%). K&A denotes Krogstad & Antonia  [4]. Dashed line denotes u?/ U2 obtained using one-
component LDA system; solid line denotes data by DeGraaff and Eaton [23].

previous smooth-wall23] and wire-mesli4] data sets. The peak low level of (uv)/UZ? in the near-wall region of the present
value of the present smooth-wall profile is 0.65 compared with Oggnooth data may be partly due to large probe volume extent,
in Ref. [23]. At high Reynolds numbers, the peak value ofpy-Reynolds-number effect, and probably secondary flow. Be-
(up)/U? should be approximately 1. Because the smooth-wahuse the same probe was used in all the present experiments, and
normal stressesuf/UZ andv?/U?) in this study and in Ref23]  the Reynolds numbers for the smooth- and rough-wall data do not
compare reasonably well in the near-wall region, the low level @fary much, the differences among the profiles in Fig.nay be
(uv)/U2 is not due to error irJ .. In a previous study, Johnsonattributed to roughness effect. Thus, we conclude from Fiy. 3
and Barlow[24] studied the effects of spanwise extent of LDAthat surface roughness increases the Reynolds shear stress over a
probe volume oru/U ., v/U_, and(m;)/Uf. They concluded significant portion of the flow, with the wire-mesh data sets
that a larger probe volume underestimates)/U? in the wall ~(present and in Ref4]) showing the largest increase.

region, butu/U . andv/U ; are not affected by the probe volume N . .
dimension. For the probe volume dimension used in this study, theTurbuIence Kinetic Energy and Triple Correlations. The

results of Johnson and Barloi@4] would indicate a 12% under- rbulence k|net|c2 energy (3 is shown in Fig. 4. Because the
estimation of(uv) in the wall region of our smooth- and rough-SPanwise stressi’) was not measured in the present study, only
wall data. Such a correction would marginally improve the agreé1e sum of the streamwise and wall-normal componéires, 2
ment between the present smooth-wall data and the previous LBAI>+0v?) is reported. The shape of the smooth-wall profile is
data[23], but the corrected data will still be much lower tharsimilar to classical boundary layer measureméetg., Fig. 7—20
those obtained in typical high-Reynolds-number experiments. The Hinze [25]). The rough-wall profiles are distinctly different
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Fig. 5 Effects of surface roughness on turbulence production
(—(uv)YdUldy) and diffusion [0.753({u?v)+{v3))/dy] (uncer-
tainty in budget terms:  +15%)

turbulence production and diffusion terms were estimated and re-
ported. The mean flow was approximately two-dimensional and so
continuity requires thasU/ox~ —dV/dy. The production terms
u2aU/ax(~—u2aVlay), v2aVlay, and—(uv)dU/ gy were mea-
sured directly. It was found that the sum of the terms?dV/dy

and v?9V/ay is negligible compared with the shear production
—(uv)dU/ay [18]. Thus, only the main contributor to turbulence
production (- {uv)dU/dy) is reported. Following previous turbu-
lent boundary layer studidg], the turbulence diffusion term was
approximated by 0.7H(u?v)+(v®))/dy, which was measured
directly. Although the set of measurements reported in this study
is not complete enough to evaluate all of the terms in the transport
equation for the turbulent kinetic enerdy,given the general scar-
city of data on roughness effects and the strong effects of rough-
ness observed on the Reynolds stresses, turbulence kinetic energy,
and triple products, it was thought appropriate to estimate the
effect of roughness on the diffusion and production terms in the
turbulence kinetic energy equation. This information would be

from the smooth-wall data both in shape and magnitude. For ihelpful for modelers as they begin to introduce roughness effects
stance, the levels of turbulence kinetic energy on the rough sin-two-equation and Reynolds stress transport equation closures.
faces are higher than those for the smooth surface, and these ife terms considered in the following discussion are obtained by

ferences persist up t@/ 6~0.5.

fitting curves to the experimental data. Following the analysis by

The triple correlations are important turbulence statistics b&eorge and Castillf22], the terms are normalized hy?U. /6.
cause their gradients are associated with the transport of turbufigure 5 shows that surface roughness significantly increases
lence kinetic energy. The following triple products were measurefle level of turbulence production over most of the boundary

and reported by Tachie8]: (u®), (v3), (u?v), and(v?u). In this

layer. This may be partly due to the higher Reynolds shear stress

work only the term (u?v)+(v3)), which represents turbulenceobserved for the rough surfacéBig. 3d) and higher values of
transport of(u?) and(v?), respectively, in the wall-normal direc- 9U /9y ™ outside the overlap region. Although the diameter of
tion, is shown. This term is also the major contributor to théhe wire mesh is only 50% of the nominal diameter of the sand
turbulence diffusion term in the energy budget. As shown in Figrains, the production term obtained over the wire mesh is dis-
4b, the profiles have two peaks; one inside the inner region atidctly higher than that over the sand grains. This clearly demon-
the other in the outer region. The rough-wall profiles are highstrates that the specific geometry of the roughness elements has an
than the smooth-wall data over most of the boundary layer. ithportant effect on the mechanism responsible for turbulence pro-
appears roughness effects on the triple correlation are more pdoction. The diffusion term is also strongly modified by surface
nounced in the intermediate region where the outer peak for ttmughness. This term is negative, i.e., loss, in the region 0.2
wire-mesh data is, for example, more than twice as high as tkey/5<0.5 for the smooth surface, and &%/6<0.3 for the
corresponding smooth wall value. The figure also shows that mmigh surfaces. Outside these regions, the profiles are positive
the roughness effect increases, the location of the outer peakgain. In each case, the diffusion term cannot be neglected close

closer to the wall.

Turbulence Production and Diffusion.

Because a two-

to the wall.

Mixing Length and Eddy Viscosity. Although the method-

component LDA system was used in this study, all the terms in tlséogy of modeling turbulent flows via the mixing length and eddy
energy budget could not be measured directly. Therefore, only thiecosity fails to incorporate the exact physical processes, it has

Journal of Fluids Engineering

NOVEMBER 2004, Vol. 126 / 1029

Downloaded 03 Jun 2010 to 171.66.16.153. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



125 — ———————T T 0.08 T ———————
1 smooth: Re, = 1900 @ ] ®
------- sand grains |
------ wire mesh 1 vo
1004 —~—DNS: Re, = 1410 y R 4 o)
0.06 1 ;o v b
| —o—DNS:Re, =670 ] . A o
R . . o .
Decreasing I V/U 15 ]
754 Increasing
-<uv>+
............ ] 0044
504 S Y A -
A U DA . smooth
! I A sand grains
R 00294y/ ... wire mesh T
254 = w ZPG:Klebanoff
4 ] O ZPG: Townsend
0 — T T T r— 0.00 4 — ————————————
0 200 400 600 800 1000 1200 0.0 0.2 0.4 0.6 0.8 1.0
y V&
0.3
500 — T T T
«©) @ —— smooth
T Y B sand grains
smoot Y O R [P wire mesh
4004 T sapd grans . v KA:smooth
------ wire mesh v KA rough
—<4— DNS: Reai 1410 | & AL smooth
—o0— DNS: Re, =670 02t o ALrough
300
I
200
1004
O T T T T T T
0 200 400 600 800 1000 1200
y '8
Fig. 6 (a), (b) Distribution of eddy viscosity on smooth and rough surfaces (uncertainty: *15%). (c),
(d) Distribution of mixing length on smooth and rough surfaces (uncertainty: *15%). K&A denotes

Krogstad & Antonia [4]; AL denotes Antonia and Luxton  [23].

been successful in predicting some of the flow characteristics immber effects are important or not. Within the context of two-
simple shear flows on smooth and rough surfd2és27). Further- layer turbulence models, the value R v, /v is sometimes used
more, one-equation eddy-viscosity models have recently regairntedestablish the interface between the one-equation and two-
popularity as components of two-layer turbulence models, whegquation regions. For example, Rd@8] proposed a value dR

an eddy viscosity model is used to resolve the near-wall regien36 for the changeover from one- to two-equation region.

and more general models such as Reynolds-stress-equation mode values ofR for the present data sets and those deduced
els are employed outside the wall regi@8]. Within this context, from Spalart's DNS results at Be670 and 141@Rodi, Mansour,

the present study also documents the effects of surface roughress Michelass[26]) are shown in Fig. & As mentioned earlier,

on the distributions of the mixing length and eddy viscosity. Singgiv) data could not be obtained very close to the wall in the
the mixing length and eddy viscosity depend on the relative magresent work due to hardware limitation. It should be noted that
nitude of(uv) and dU/dy, we first discuss roughness effects onhe DNS data at Rg=670 never attained a value B= 36 in the

the parameteR=—(uv)*/9U*/gy*. The parameter R can alsowall region; this suggests a significant low-Reynolds-number ef-
be interpreted as the ratio of eddy viscosity)(to molecular fect. Compared with the DNS results at Rd410, the present
viscosity (v), i.e. R=v,/v. According to Rodi, Mansour, and smooth-wall profile indicates a low-Reynolds-number effect over
Michelassi[26], this quantity is an indicator of the influence ofmost of the wall region. This observation is consistent with the
viscous effects in simple shear flows, i.e., whether Reynolddata shown in Fig. @ where we observed that the peak of
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(uv)/U? is less than the asymptotic value observed in higlioughness significantly decreases the mixing length distribution in
Reynolds-number near-wall turbulent flows over a smooth sufe outer two-thirds of the open channel turbulent boundary layer.
face. )

Some important similarities and differences can be noted in Figonclusions

6a. For example, all the data sets are in good agreement in therhe present measurements show that surface roughness signifi-
immediate vicinity of the wall. The rough wall profiles and thecantly enhances the levels of the Reynolds stresses, turbulence
DNS data at Rg=1410 have similar shape. These two profileginetic energy, and turbulence diffusion in a way that depends on
show a peak in the intermediate region and then decrease mofte specific geometry of the roughness elements. The higher level
tonically toward the outer surface. It should be pointed out thaf kinetic energy due to surface roughness may be partly ex-
these data sets have relatively higher vaIues()ltw)/Ui and7 plained by an increase in turbulence production levels. The
(and presumably higher values 66 /gy outside the overlap present data demonstrate that surface roughness increases the

region compared with the present smooth-wall data. On the othgvel of the eddy viscosity and mixing length in the inner region,
hand, the present smooth-wall profile and the DNS data gt Raut decreases the mixing length in the outer two-thirds of the
=670 increase dramatically as the edge of the boundary laye@undary layer, where the effect of the mean velocity gradient
approached. The higher values Rfobserved in the wall region beécomes important. Therefore, roughness effects must be ac-
for the wire-mesh and DNS results at Re410 in comparison counted for in even these relatively simplistic modeling method-
with the smooth-wall and DNS data at Re570 are certainly due ©logies. The higher values of the wake parameter obtained for the
o the igh leves of(ux)/U%. The igher lves o for the (000 S1ACE3, o e fct il sufece ugincss ennances e
present smooth wall and DNS results at,R670 in the outer ynoic . . Y 1ayer,
ion imply that7U*/ay* tends to zero faster than (up)/U2 suggest a stronger interaction between the inner and outer region
region imply oy > 10 Z€T0 , /Y7 of a turbulent boundary layer than would be implied by the wall
It was nqted t_hat(Flg. 20) at similary™ locations outside the gimilarity hypothesis.
logarithmic region, the values @lU */gy* for the smooth surface
are significantly lower than those for the rough surfaces becau
of the highers values in the latter. Therefore, for low Reynolds’ESknOWIedgment _ _ _
number or noncanonical turbulent boundary layers, one must takelhe support of the Natural Sciences and Engineering Research
into account the specific shape of the mean velocity profiles in tke@uncil of Canada is gratefully acknowledged.
outer region in order to obtain the correct level of the eddy vis-
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J-A. B(S;COCtEtnsg This paper presents a method for estimating a hydraulic resistance multiplier to enable
g-mail: jim.gotts@british-energy.com approximate values of friction coefficients to be calculated for turbulent flows in noncir-
Enginesring Division, cular channels of arbitrary shape using correlations developed for the circular pipe.
British Energy Generation Ltd, Unlike most other methods, no preknowledge on the flow channels, such as the laminar
Gloucester GL4 3RS, UK. shape factor or characteristic length, is required. Good agreement between predictions
using the new method and experiments was achie\2@l: 10.1115/1.1845479
1 Introduction have chosen to directly use the friction correlations developed for

Friction coefficient correlations developed for turbulent ﬂow%cwcular tube in noncircular tube flow calculations. To do this,

in circular tubes are widely used for noncircular flow passages ey replace the hydraulic diameter with a new characteristic

For such flows, the hydraulic diameteD) defined as A/P ength scale. Good results have been obtained for a number of
, ; . A
(whereA is the area an®, the perimeteris used to substitute for geometries, such as triangular and square ducts, efc. However,

the pipe diameter. However the friction calculated this way can ere" 'S no .genleraoll formlfl_lﬁtlonf for tEe crr:aracter!st!c :engtﬂ Scalle
too high when the flow passage has sharp corners. The flow j all noncircular ducts. Therefore the characteristic length scale
. has to be developed each time when a new duct is considered.

n
these corners is often significantly slower than in the core of t . o .
channel. Therefore the f?iction ca}llculated based on the mean t/%amples of work adopting the characteristic length approach in-

. o . . clude Bandopadhayay and Ambrogg for isosceles triangles,
Iofu;]y and tr;le hydraulic diameter will not be a good representatl%nes[s] for rgctangulér ducts and%ﬂhmed and Brund[é]t?or
of the true flow. '

One approach to resolve the problem is to introduce a muItipliggun"ﬂer"le triangles.
(called thehydraulic resistance multipliein) to provide a correc-
tion. The multiplier is defined as the ratio of the friction coeffi- 23 The Multiplier Approach and the Miller Method

cient of a noncircular passage over the friction coefficient of &nother approach that makes use of the circular pipe friction cor-
circular tube of the same hydraulic diameter. Since the frictigRyations is the multiplier approach, one to be used in this paper as
coefficient for a noncircular passage is generally less than thfdscriped in the introduction. Clearly the hydraulic resistance
calculated using the circular tube correlation, the hydraulic réSiultiplier, which is expected to be unique to a particular geom-
tance multiplier is normally less than unity. This paper presentsegy, needs to be derived, usually from experimental data. Miller
method for estimating the hydraulic resistance multiplier for noN10] described a method which can be used to estimate the mul-
circular flow passages of arbitrary geometry. tiplier for any noncircular channel when there is a lack of such
data. The method is outlined below.
. . : : When the friction coefficient correlation for a circular tube is
2 Review of Methods Available in the Literature used in conjunction with the hydraulic diameter to estimate the
Much work has been carried out to determine the hydrauligressure drop in a noncircular channel with sharp corners, the
resistance in noncircular passages and has led to the developmeahies calculated are often too high. Under such a condition, Mill-
of various correlations for friction coefficient; see for example ther’s method considers a new channel formed of only the central
review by Kakac et al.1]. More recent work includes Ldg@] and  part of the original channel, i.e., the side corners are blocked. It is
Vijayan et al.[3]. Most methods fall into one of the following obvious that the pressure drop in the new channel is expected to
groups:(a) the laminar flow shape factor approach) the char- be higher than in the original channel in reality because of the
acteristic length scale approach; (¥ the multiplier approach. A reduced size. However, the pressure drop calculated using the cir-
brief review of these methods is given below. cular tube friction correlation for the new reduced channel is often
lower than that calculated for the original channel. The reason for
this result is that the circular tube correlation can be very inaccu-
- . . rate when used for channels with sharp corners. A much more
gC, \(/jvherehC Its1 ‘3 corp_stz_nt for a paglcular geometryl, and Re Feasonable result can often be achieved for the new channel with
For a circular tubeC= 16. One approach to calculating the tur- Tht(ej above dlscu_ssu?n can _be ||Ilustrhated bly considering the pres-
bulent friction coefficient is to relate it to the laminar flow shapgure rop expression for a circufar channe
factor. Examples of work following this approach include Gunn L1
and Darling[4], Rehme[5], and Mal et al.[6]. One disadvan- Ap=4f.— = pU2. (1)
tage of this approach is that the laminar flow shape factor is De 2
needed for the calculation, but it is not always available.

2.1 The Laminar Flow Shape Factor Approach. For a
laminar flow, the friction can always be correlated usihBe

where f is the friction coefficient calculated using the circular

2.2 The Characteristic Length Approach. Some workers tube correlation. Considerin@,=4A/P, and W=pAU, the
above equation becomes
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Fig. 1 Demonstration of subchannel partition

whereA is the flow areaP, is the wetted perimetel, the length

of the passage, and the mass flow rate. It can be seen from Eq.
(2) that the pressure drop calculated will indeed be reduced if,
blocking the sharp corners, a new passage can be formed whi

has a smalleP, /A3,

The procedure suggested by MillgtQ] is rather straightfor-
ward. To start with, the corners of a noncircular channel a
blocked to define a new flow passage within the original one, s

Fig. 1, for example, where the new channel is shown
A’B’'B"CA". The sizes of the blocked areas can be vafiesl,

varyinga andb in Fig. 1) to find a new imaginary channel with a
minimized P, /A3. If P, /A3 applies to the original passage an

P.1/A3 is the minimal value, it follows:

P /AS=\(P, /A3 €)

After the splitting, the channel consists of a mé&nb channel
and a number of sidesub) channels. Similar to the Miller method,
the idea is then to vary the locations of the partition of the sub-
channels to minimize the pressure drop calculated. To guarantee
the calculation procedure meaningful, the new channel configura-
tion should be done in such a way that the pressure drop in it is
always higher than that in the original channel and therefore
searching for a minimum friction would mean approaching the
“true” value. This is consistent with the Miller method. To com-
ply with this requirement, when calculating the wetted perimeter
Pr; for the main channel, the imaginary interfaces should be taken
as solid walls, i.e., they will be included in the perimeter calcula-
tion. But for the side channels on the other hand, the imaginary
interfaces can be seen as free surfaces, i.e., not accounted for in
the perimeter calculation. The reason for this can be explained as
follows:

b It is not difficult to imagine that the velocity in the “main”

gﬁinnel is faster than that in the surrounding “side” channels
arp corneps Consequently, at the imaginary interfaces between
the subchannels, the flow in the main channel is dragged back by
the flows in the side channels. In the procedure of forming the
bchannels, the imaginary interfaces can be represented either
{ifith solid walls or free surfaces. If these interfaces were replaced
ith free surfaces, i.e., no shear forces on them, then the flow in
the main channel would be subject to less friction than in reality.
This would invalidate the assumption made in the above para-

dgraph: The friction in the new channel configuration is always

higher than that in the original channel. On the other hand when
the interfaces are replaced with solid walls, the flow in the main
channel will be subjected to greater shear, clearly an appropriate

where is a factor by whichP, /A3 can be reduced. If a pressuretreatment.
drop Ap; is now associated with the flow in the imaginary chan- For the side channels on the other hand, as the flow is always

nel, then
AplzichVlzﬂ (4)
2 poA3
Hence, combining Eqg2)—(4)
Ap;=NAp ®)

where the factor\ is the hydraulic resistance multipliemen-
tioned earlier, which can be expressed as
P,l( A )3

A ©

The pressure drop can then be calculated using Bdpy replac-
ing f. with Nf.. The latter is named as thmodified friction
coefficient denoted byf, i.e.,

f=\f, (7)

wheref. is the friction coefficient for a circular tube of the sam
hydraulic diameterD.) and\ the hydraulic resistance multiplier
Note that the hydraulic diametéx, referred to hergand that used

in Eq. (1)] is based on the original channel.

3 Development of a New Method—the Multichannel

Approach

pulled by the main channel flogsince the latter is fastgrreplac-
ing the imaginary interfaces with free surfacé®., ones with
zero shear will leave the side channels with higher frictions and
therefore comply with the assumption made earlier.

Consider the triangular duct shown in Fig. 1 again as an ex-
ample to derive the formula for the multiplier. Assuming the
passage is divided into three subchannels as shown in the figure,
the pressure drop in each can be written as

Api—rf LW% Pra 8
P1=5fa TA_E (8)
1. WP,
Apz_EfCZLTA_g 9
1. WP,
Ap325f03L7A—g. (10)

e'I'he middle(main) passage is always referred to as passage 1. The

pressure drop in the complete passage is expressed as

1 W2P,

It is now assumed that the friction coefficient for each of the

The Miller method has proved to be very useful in some engsubchannels can be estimated using the friction correlation for
neering applications when the friction factor of a particular charircular tubes based on the hydraulic diameter concept. The Bla-
nel is not available. However, the Miller method still substantiallgius correlatior(valid in the range: 3008 Re<10P) is used here,
over predicts pressure drop for many channels. In the following.,
paragraphs, an improved method will be presented, which enables

a more realistic friction to be calculated.

Following Miller’s basic idea, but instead of having the cornerg
blocked, the noncircular passage is split into a few subchanners

and flow is allowed to pass through all those subchannels. The
split will be done in a way that the sharp corners are separated
from the centralmain channel. Examples of the split of a num-

ber of typical channels are shown in Fig. 2.

1034 / Vol. 126, NOVEMBER 2004

f.=0.079 Re ¥4, (12)
AW —-1/4
fc=o.o7£{ Mpr) . (13)

Substitutingf . with the above expression, E(.1) now becomes
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Fig. 2 Partition of various flow passages

0.07qY4 W™ p5/4 The next step is to vary the positions of the partitioa., varying
p= = (14) the partition parametera and b) shown in Fig. 1 and find the
22 p AS minimum « which will be the hydraulic resistance multiplieh

The pressure drop in the side channels can also be expressedffr)lréhe particular geometry, i.e.,

similar form by substituting ¢, , fc,, fes in Egs.(8) to (10) with X = min(e)
Eqg. (13). The three subchannels must all have an equal pressure
drop, which may be different from that in the original channel, W\ A P\ B4 AN
e, “miw) e Ay
1 varying boundaries of splitting
Ap;=Ap,=Apz=aAp (15) (21)
Also, A discussion on how the minimization can be achieved is given in
W=W, +W,+Wj. (16) Sec. 4. The modified friction coefficient for the noncircular flow
passage can now be expressed as
A:A1+A2+A3 (17)
f=\f; (22)

From Eqgs.(14) to (17),
714 3 S The pressure drop can be calculated using(Edby replacing the
_ (Wl) ( A ) ( Prl) friction coefficientf . for a circular tube with the modified friction
a=|— —| | == (18) -
w coefficientf.
It is worth emphasizing at this stage the rules for the calculation
and of the perimeterdr; for the sub-channels: When the perimeter
W 1 for the main channelRr,) is calculated, the imaginary interfaces
1 _ between the main channel and the various sub-channels are taken
W 1+ (A A (PrIPry) Y+ (Ag A Y (PryIPrg)®7 as solid walls, i.e., they will be included as walls in the perimeter
19) calculations. For other subchannels, these interfaces will be taken

Although « is expressed as a function of parameters of channel. free surfa_c_es. Therefore, they will be exclude_d_m the calcula-
égn of Pr;, i=2,...n. The perimeter of the original channel

in Eq. (18), this is of no significance. Effects of other channels ar . leulated Ui I the ohvsical sid I
taken into account through EL9). (Pr) is calculated as normal, i.e., all the physical side walls are
{ncluded in its calculation.

For a general case, when the channel is split into n su It should be noted that, although the Blasius equation used in

channels, Eq(18) remains the same but EQL9) becomes the derivation is strictly speaking only valid in the range 3000
W, 1 <Re<10°, Eq. (21) is not limited to this Reynolds range. The
W - T o (20) Blasius equation has been used in determining the ratio of the
1+ 2 [ (A /A (Pry/Pry)>] friction coefficient of the subchannels which is only one of the
Journal of Fluids Engineering NOVEMBER 2004, Vol. 126 / 1035
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factors that affect the distribution of flow rate between the various 3. Expressa as a function of the split parameters using Egs.
subchannels. The final value kfhas been found not very sensi-(18) and(20), i.e., a=f(a,b, ...,).
tive to the choice of the correlation for friction used in the 4. Minimize « through varying the split parameteasb, . . .,
derivation. etc. to find the hydraulic resistance multiplier Effectively, this

The hydraulic resistance multipliedetermined using the mul- means varying the split parameters by a small step each time in a
tichannel method is independent of the Reynolds number. Thatgasonable rangéA reasonable range means, for example, for the
referring to Eq.(22), the dependency of the friction coefficient o eometry in Fig. 2a+b should be less than the length of any of
Reynolds number in the noncircular channel is assumed to be {g sides of the triangle to be physically meaningfdihen, for
same as that in a circular channel. This assumption has b%ﬁﬂ/ set of the split parameters, calculataising Egs.(18) and

adopted by most previous metho(ds8,10. Many experimental (50, The smallest is then the multiplie to be found.
results on non-circular channels showed little dependenayaof

Reynolds numbef12], although some did show some relatively In this study, the Excel Spreadsheets was used for the calcula-
weak dependency on Reynolds numpél: tion. The minimization was achieved using the Excel function:
Solver. This function enables a minimization of the value of a cell
4 Comparisons of Calculations With Experimental (i.e., the one contains E418) for «, which is a function of the
Data and Predictions of Other Methods split parametepsto be achieved by varying the values of a number

The multichannel method was used to calculate the hydrauﬁé other_ cells (say, ‘ho.s? contains the split p.afar.”e‘as’b'
resistance multipliers for a number of common geometries, iffe - ,) in arange speuflgd by the user. .The minimized value of
cluding, a square and an equilateral triangular duct, an arrowhe&d'ill e the hydraulic resistance multiplier. _ _
passage, isosceles triangles with different apex angles, and variogsigure 3 shows the variation of the hydraulic resistance multi-

tube bundle sections. The calculations were done using the fB|lers with the apex angle of an isosceles triangle calculated using
lowing procedures: the Miller and the multichannel methods, compared with experi-

) ) _mental data by Carlson and Irvifigl]. These data were obtained

1. Decide a pattern of the split of the flow passage considergghm experiments for a Reynolds number range between 4000 and
The split should be done in a way that the sharp comners af§ 000. A margin of 5% above and below the data is shown in the
separated from the main channel. The patterns of split that hay&re o facilitate the comparison. Also shown in the figure are
been used in the example calculations are shown in Fig. 2. Thefaictions using a characteristic length approach due to Bando-
retically speaking, there are infinite number of ways of constru adhayay and Ambrog@] for comparison. It can be seen that the
ing the subchannels by selecting different incli_na_tion O.f the inte Viller method produces multipliers that are much higher than the
La;\/e; Ii('itfléh:ﬁeselcj:?-oc:?r?giilr?éng\gfl\tlelgo?uecxha;aprllgtllg?gjvghno?/\r/rsnal Xperimental data. The multipliers calculated using the multichan-

' ' v%fl approach are significantly improved and are well within the

two obvious ways of the split of the flow passage between t .
rods and flat plates. The difference between the multipliers calc Yo margin of the data. These results are also better than the mul-

lated using the two patterns of partition were always less th&RIers calculated using the characteristic length apprgagior
0.3% for 1.05<s/d<2.0. Therefore the main rule for determiningdUCts with lower apex triangles. _ _ _
the shape of the split is easy calculation of the perimeters angfigure 4 shows the variation of the hydraulic resistance multi-
areas of the sub-channels, i.Br; andA;. The choice is often pliers with the normalized distance between the rods for a flow
very obvious, as shown in Fig. 2. It is worth noting that the nunfhannel formed from two circular rods and flat plates calculated
ber of the split parameters can be reduced by using the same g#if"g the Miller and the multichannel approaches. Also shown in
parameter for geometrically similar corners. For exampk,i§  the figure are the multipliers obtained from the experimental data
used for both corners in Figs(@ and 2b). By doing this the due to Mohandes and Knudsgi®?], together with a margin of 5%

minimisation process will be simplified. above and below the data to facilitate the comparison. These ex-
2. ExpressA;, Pr;, i=1,...n, and therW, /W, as a function perimental results showed no Reynolds number dependency when
of the split parameters, b, . . ., etc. Re>5000. Again the hydraulic resistance multipliers predicted by
1
5 095+
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g 08 +
]
3 0.85 +
L
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4
°©
£ 084
0.75 ; y + t ¥ t + t
0 5 10 15 20 25 30 35 40 45
Apex angle
A Data (Carison & Inine [9]) —@— Current (Multi-Channel)
—o—Miller Method —8— Bandopadhayay & Ambrose [5]

Fig. 3 Hydraulic resistance multiplier for isosceles triangle flow passages
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Fig. 4 Hydraulic resistance multiplier for two rods-flat plates passage

the multichannel model are very close to the experimental data, liher than the corresponding experimental data. These calculated
but one are within the 5% margin. Those calculated using thising the multichannel model are significantly improved. The dif-
Miller method are again much too high. ference between the predictions using the multichannel model and

Calculations of hydraulic resistance multipliers have also bedime corresponding experimental data is always less than 5%. Good
performed for a number of other non-circular channels. Thesgreement has also been achieved between predictions using the
include, as shown in Fig. 2, a square and an equilateral triangutarrent method and those using previous methods from the litera-
duct, an arrowhead channel, and a number of flow passagere (“Other Models” column in Table L
formed by tube bundles and walls. The results are compared witht should be noted that the multichannel method is an approxi-
experimental data and/or calculations using other methods nmate estimation method. It is based on the idea of approximating
Table 1. The results shown in the “Data” column of the table werghe friction of a noncircular channel with correlations for circular
obtained from experimental data or correlations directly deriveddbes. Some of the discrepancies between the predictions of the
from experimental data. These shown in the “Other Models” colmultichannel method and the data seen above can be attributed to
umn are results calculated using previous models based on eittes fundamental reason. However, the results shown above
the laminar flow shape factor or the characteristic length aplearly demonstrate that by splitting a noncircular channel into
proach. It is worth noting that the correlation for the passagaibchannels and isolating sharp corners from the main channel,
between tube bundldd] and that for the equilateral trianglf8] the multichannel method can reduce the error associated with the
are weakly dependent on the Reynolds number. The results shaapproximating procedure significantly. Another source of error
in the table are based on a middle ranged Reynolds numbertiodt is likely to contribute to the discrepancies between the pre-
30,000. Also to be noted is that the experimental results for tltkctions and data is the use of the Blasius correlation.
arrowhead13] were given with only one significant digit, i.e., 0.8 Although there is no obvious theoretical method to estimate the
and 0.9 for Re=30,000 and 110,000, respectively. It was considdncertainty of the multichannel method, for the many cases con-
ered appropriate that a mean value should be used for comparisidered in this study, the discrepancies between the estimated hy-
As discussed in Section 3, tihgdraulic resistance multipliecal- draulic resistance multipliers and these derived from experimental
culated using the multichannel approach is independent of Redata have almost always been found to be less thawaé only
nolds number. one exception which is only marginally outwith this ranghs a

It can be seen from Table 1 that the hydraulic resistance muliariety of common geometries have been covered in the current
pliers calculated using the Miller model are consistently muc$tudy, it is considered appropriate to conclude that an uncertainty

Table 1 Hydraulic resistance multiplier for flow between tube bundles

Data Other models Miller Multichannel

Equilateral A 0.901* 0.904¢ 0.971 0.947
triangle
Square ] 0.971° 0.985 0975
Arrowhead 0.85° 0.938 0.875
Tube bundles < 0.700° 0.783 0.683
—corner W
Tube bundles 0.674° 0.765 0.661
—side Y
Tube bundles 0.674° 0.764 0.669
—<center ¢
Flow between b 0.89* 10 0.880
three-rods
(P/D=1.02) P
?Reference [6]. dReference [9].
YReference [13]. “Reference [8].
fReference [4]. fReference [2].
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of about 5% on the estimation of the hydraulic resistance multi- a = pressure ratioAp,/Ap
plier can normally be expected for the multichannel method. N = hydraulic resistance multiplier
) wu = dynamic viscosity, kgstm!

5 Conclusions p = density, kg/m

An approach has been developed for estimating the hydraugibscripts
resistance multiplier for arbitrary shaped noncircular flow pas-
sages. This enables a friction coefficient to be calculated. Thé»2:3 = subchannel numbers
method has been applied to a number of common geometries and
the results are mostly within 5% of experimental data. The main
advantage of the method is that it can readily be used for any
noncircular flow passages, unlike most previous methods, whigfeferences

always require preknowleddeither from experiments or numeri-
cal simulation$ on the flow shape factor or the characteristic

length for the specific channel in question.
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Nomenclature

AA area of the main and subchanmgtespectively, M
C = laminar flow shape factor
De,De; = hydraulic diameter (A/P,) of the main and sub-
channeli, respectively, m
f = fanning friction coefficient
f. = fanning friction coefficient for circular pipes
L = length, m
P, P, = wetted perimeter of the main and subcharineé-
spectively, m
Ap = frictional pressure drop, pa
Re = Reynolds numbetJD./v
U = velocity, m/s
W,W, = mass flow rate of the main and subchannek-
spectively, kg/s
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Frictional Resistance of
Antifouling Coating Systems

An experimental study has been made to compare the frictional resistance of several ship

Michael P. Schultz hull coating_s in the_unfouled, f(_)uled, and cleaned c_onditions. Hydrodynamic tests were

. completed in a towing tank using a flat plate test fixture towed at a Reynolds number
(Re ) range of 2.8x10°-5.5x1C° based on the plate length and towing velocity. The
results indicate little difference in frictional resistance coefficié@t) among the coat-
ings in the unfouled condition. Significant differences were observed after 287 days of
marine exposure, with the silicone antifouling coatings showing the largest increases in
Cr . While several of the surfaces returned to near their unfouled resistance after clean-
ing, coating damage led to significant increases in for other coatings. The roughness
functionAU 7 for the unfouled coatings showed reasonable collapse to a Colebrook-type
roughness function when the centerline average heifght0.17R,) was used as the
roughness length scale. Excellent collapse of the roughness function for the barnacle
fouled surfaces was obtained using a new roughness length scale based on the barnacle
height and percent coveraggDOIl: 10.1115/1.1845552

Department of Naval Architecture and Ocean
Engineering,

United States Naval Academy,

Annapolis, MD 21402

Introduction address the effect of fouling was made. This was likely due to the

fact that the TBT systems provided long term fouling control with
The settlement and subsequent growth of flora and fauna himal fouling settlement.

sgrface_s exposeql in aquatic envir_onments is termed biofouling.p great deal of research has also been devoted to studying the
Biofouling on ship hulls leads to increased surface roughnessfects of fouling on drag. Much of this has addressed calcareous
frictional resistance, and fuel consumption, 4-6]. A recent macrofouling (e.g., barnacles, oysters, &tand is reviewed in
paper by Townsiri7] provides a comprehensive review of muctMarine Fouling and Its Preventiof23]. Similar studies focusing

of the research in this area. In order to control the problem, antin the effect of plant fouling and biofilms date back to McEntee
fouling (AF) coatings are used. Most of these coatings incorpordi4]. Further work to better quantify the effect that slime films
biocides which are toxic to marine organisms. The environmentagve on drag was carried out by Benson et[2], Denny[3],
impact of tributyl tin (TBT) biocides in AF coatings has led toWatanabe et al[5], and Picologlou et al[25]. More recently,
their ban on vessels of length25 m in most industrialized coun- Lewthwaite et al[4] and Haslbeck and Bohland6] conducted
tries [8], and a worldwide ban on the application of TBT Apfull-scale ship tests to_determlne the effect of fouling on the drag
coatings on all vessels was imposed by the International Maritirﬁé copper-based coatings. Schultz and Swidlil] and Schultz

S . . 8] used laser Doppler velocimetry to study the details of turbu-
Organization in 20039]. Copper-based coatings are th? primary, ¢ boundary layers developing over biofilms and filamentous

‘ . " Hrgae, respectively. The results of all these studies indicate that
trolling fouling and may also become the target of environmentg|atively thin fouling layers can significantly increase drag.

legislation. For this reason, there has been a great deal of intereqjc)espite the fairly large body of research that has been con-
in developing non-toxic replacements, e.pL0,11. The most ducted, there are little if any reliable data available to compare the
promising alternatives to date are polydimethylsiloxdR®MS) hydrodynamic performance of the nontoxic, fouling-release sur-
silicone elastomer coatind42,13. These coatings, termed foul- faces with the biocide-based systems over the coating life cycle.
ing release, do not prevent fouling settlemEd4] but reduce the Some preliminary data from Candries et[dll] seem to indicate
adhesion strength of the fouling organisms by an order of magihat in the unfouled condition, fouling-release systems may have
tude or more compared to traditional AF coatindgs]. Since slightly less frictional resistance than traditional AF coatings de-
fouling-release coatings do not prevent fouling, they must be e&9ité having a larger mean roughness. These results have yet to be

iiv cl d hanicall b lf-cleani t tional e}@idated a_nd no data were offered for fouled coatings or for
:Xgrzzpet)o &egﬁzgt'ﬁlaély&r € sell-cleaning at operafional spe ouled coatings that have been cleaned. The purpose of the present

P . research is to compare the performance of fouling-release coatings
The effect of hull condition is of great importance to the PEith biocide-based AF coatings in the unfouled, fouled, and
formance of marine vehicles. Skin friction on some hull types caljeaned conditions. ' '
account for as much as 90% of the total drag even when the hull

is free of fouling[17]. For this reason, understanding and predict-

ing frictional drag has been the focus of a substantial body B‘ackground

research. Several previous investigations have looked at the effe
of surface roughness on the frictional drag of unfouled mari
paints. These include studies by Musk&8], Townsin et al[19],
Granville [20], Medhurst[21], and Grigson[22]. Most of this
work centered on characterizing the change in roughness and drag

of the self polishing copolymeiSPQ TBT systems. No effort to

“%the mean velocity profile in the inner portion of a turbulent
r’tﬁ)undary layer, outside of the viscous sublayer, can be expressed
as the classical log law

U*:%In(y+)+B. 1)

Commibuted by the Fluids Endineering Division f biication in oA Clauser{29] contended that the mean velocity profile in the inner
ontributed by the Fluids Engineering Division for publication in NAL A ;
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Divisionlayer of roth wall flows also exhibits a loQ law with the same

March 21, 2004; revised manuscript received June 12, 2004. Review conducted ${PP€ as tha_t of the smooth Wal_l OUt_Side the roughness sublayer.
Steven L. Ceccio. The log-law intercept, however, is shifted downward from that of
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t_he smooth wall. The downward shift is called the roughness func- . [k|[Ra C¢ 2 1 Cr 1/ 3
tion AU™, and can be used to express the log law over rough k™= T 5 o - = > +— P
walls as follows: F K K\ek

1 N[ Ce

Ut==In(y")+B—AU". ) —AU” )(—) (5)

K 2 R
AU is a function of the roughness Reynolds numkérdefined > > C c
as the ratio of the roughness length sdake the viscous length AU+=( A /_) _( \ /_) —19. ( _F> _( _F)
scalev/U .. Cr s Ce 2 s 2

Clauser[29] and Hamd30] both proposed that the outer region
of the boundary layer for both smooth and rough walls obeys the 1 AU Cr
velocity defect law given as - AU > (6)
R
Ug,—U y . . . .
¥ =f HE (38) Further details of the development of these equations are given in

[20]. Recent results by Schultz and My¢83] show good agree-
The physical implication of a universal defect law is that the medRent between the roughness functions determined by Granville’s
velocity in the outer layer is independent of surface conditiofethod and those measured directly using the local mean velocity
except for the effect that it has .. Experimental support for a Profile. Itis of note that oncAU ™ = f(k™) for a roughness, it can
universal velocity defect profile on smooth and rough walls can ¢ used in a computational boundary layer code or a similarity
found in recent studies by Krogstad and Antof84] and Schultz law analysig34] to predict the drag of any body covered with that
and FlacK32]. Hama[30] showed that by evaluating Eqd)—(3)  roughness.

for y=6 at the same value of the displacement thickness Rey-

nolds number Rg , the roughness function can be expressed as

\F \F Experimental Facilities and Method
c_f) s_( c_f> . (4) The experiments were conducted in the 115 m long towing tank

facility at the United States Naval Academy Hydromechanics
Granville [20] offers an alternative method for determining the.aboratory, Annapolis, Maryland. The experimental facilities and
roughness function indirectly. In this method, the overall frictionahethod used in the present study were similar to those used by
drag of a flat plate covered with a given roughness is related to t8ehultz[35]. The width and depth of the tank are 7.9 m and 4.9 m,
local wall shear stress and mean velocity profile at the trailingspectively. The towing carriage has a velocity range of 0-7.6
edge of the plate. The analysis is based on the assumptionnok. In the present study, the towing velocity was varied between
boundary layer similarity for rough and smooth walls as expressew and 3.8 m/s (Re=2.8x 10°—5.5< 1(F). The velocity of the
in Egs.(1)—(3). Granville’s procedure involves comparing t8¢  towing carriage was measured and controlled using an encoder on
values of smooth and rough plates at the same value pCRe the rails that produce 4000 pulses/m. Using this system, the pre-
The resulting equations f&* andAU ™ are given in Eqs(5) and cision uncertainty in the mean velocity measurement w892%
(6), respectively. over the entire velocity range tested. The working fluid in the

AU* =

TOWING CARRIAGE DIRECTION

CARRIAGE MOUNT

\

SIDE FORCE GAGE—_|
ORAG FORCE CACE—____| /—PLATE CLAMPING BRACKET
U—CHANNEL STIFFENER

. . . . . .1

He=|

Ik

TEST PLATE—]

\ 580 mm

1.52 m

Fig. 1 Schematic of the flat plate test fixture
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Table 1 Fouling coverage for the AF surfaces after 287 days exposure. Results are expressed
in accordance with ASTM D3623 [36].

Total
fouling
Test coverage Slime  Hydroids Barnacles
surface (%) (%) (%) (%) Fouling description
Silicone 1 75 10 5 60 Uniform coverage of barnacles
(~6 mm in height
Silicone 2 95 15 5 75 Uniform coverage of barnacles
(~7 mm in height
Ablative 76 75 0 1 Dense layer of diatomaceous and
copper bacterial slime with very isolated
barnacleg~5 mm in height
SPC copper 73 65 3 4 Moderate layer of diatomaceous

and bacterial slime with isolated
barnacleg~5 mm in height
SPC TBT 70 70 0 0 Light layer of diatomaceous and
bacterial slimg(~1 mm in height

experiments was fresh water, and the temperature was monitoreéive antifouling coating systems were tested. Two of these were
to within =0.05°C during the course of the experiments using RDMS silicone AF systems, which will be referred to as silicone 1
thermocouple with digital readout. and 2. One was an ablative copper AF system, typical of that
Figure 1 shows a schematic of the test fixture and plate. The flaesently used by the U.S. Navy on its surface combatants. SPC
test plate was fabricated from 304 stainless steel sheet stock angper and SPC TBT paint systems were also tested. All of the
measured 1.52 m in length, 0.76 m in width, and 3.2 mm ipaints were applied as directed by the paint manufacturer using
thickness. Both the leading and trailing edges were filleted totle suggested surface preparation, primer, and tiecoat. The paint
radius of 1.6 mm. No tripping device was used to stimulate traapplication was carried out by the Naval Surface Warfare Center-
sition. The overall drag of the plate was measured using a Modearderock, Paints and Processes Brai@bde 64} using airless
HI-M-2, modular variable-reluctance displacement force transpray. Three control surfaces were also tested. These included test
ducer manufactured by Hydronautics Inc. An identical force tranptates covered with 60-grit and 220-grit wet/dry sandpaper and a
ducer, rotated 90° to the drag gauge, was included in the test rigamlished smooth surface. The surface profiles of all the test plates
measure the side force on the plate. The purpose of the side fobefore exposure in the marine environment and after cleaning
gage was to ensure precise alignment of the plate. This was aere measured using a Cyber Optics laser diode point range sen-
complished by repeatedly towing the plate at a constant veloc#gr laser profilometer system mounted to a Parker Daedal two-
and adjusting the yaw angle of the test fixture to minimize the sidis traverse with a resolution of am. The resolution of the
force. Once this was done, no further adjustments were madesemsor is lum with a laser spot diameter of 10m. Data were
the alignment over the course of the experiments. The side forted&en over a sampling length of 50 mm and were digitized at a
was monitored throughout to confirm that the plate alignment dgampling interval of 25um. Ten linear profiles were taken on
not vary between test surfaces. Both of the force transducers usedh of the test surfaces. A single three-dimensional topographic
in the experiments had load ranges of 0-110 N. The combinpdbfile was made on each of the surfaces by sampling over a
bias uncertainty of the gages #50.25% of full scale. Data were square area 2.5 mm on a side with a sampling interval gf26
gathered at a sampling rate of 100 Hz and were digitized using aThe antifouling coatings were tested in three different condi-
16-bit analog-to-digital converter. The sampling duration rangetbns; unfouled, fouled, and cleaned. The unfouled condition was
from 30 s per test run at the lowest Reynolds number to 10 s gbe as-applied painted surface, prior to marine exposure. The
test run at the highest Reynolds number. The overall drag was fifstiled condition was after exposure in the Severn Rigemapo-
measured with 590 mm of the plate submerged. This was repealisdMaryland from September 16, 2002 until June 30, 2QR87
with 25 mm of the plate submerged in order to find the wavemaklays. The cleaned condition was the test surface after removal of
ing resistance tare. The difference between the two was takenthe fouling using a nylon brush. It should be noted that the control
be the frictional resistance on the two 565 mm wide by 1.52 mest surfaces were not exposed in the marine environment. The
long faces of the plate. The tests were repeated three times éaposure site at the U.S. Naval Academy was located near the
each surface and Reynolds number. The results presented arectivéluence of the Severn River and the Chesapeake &ayapo-
means of these runs. lis, Maryland. The test plates were held vertically at0.2 m

Table 2 Roughness statistics for all test surfaces in the unfouled and cleaned condition

Unfouled Cleaned
R, Rq Ry R, Rq R,

Test surface () (um) () (em) (um) ()
Silicone 1 12:2 14+2 667 10+2 13+2 76+11
Silicone 2 14-2 172 85+8 19+1 23+1 142+21
Ablative 13+1 16+1 83+6 11+1 14+1 77+ 5
copper

SPC copper 151 18+1 97+10 18+2 23+2 112+ 5
SPC TBT 20:1 24+2 129+9 22+2 27+2 135+ 7
60-grit SP 1265 160+7 983+89 NA NA NA
220-grit SP 362 38+2 275+17 NA NA NA
Smooth <1 <1 <1 NA NA NA

Note: Uncertainties represent 95% confidence precision error bounds.
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below the mean low water level. The plates were exposed and '
fouling coverage was evaluated according to ASTM D3p&3.

The water temperature at the exposure site ranged from 1°C
27°C and the salinity from 4 ppt to 10 ppt during the exposur
period. The fouling coverage after 287 days is given in Table
After hydrodynamic testing, the fouled plates were cleaned usii

a nylon brush and a garden hose. The surface roughness of the
surfaces in the unfouled and cleaned condition is given in Table¢y"

Karman - Schoenherr Line [39]

0.006 { * + + + + + +

0.005 -

Uncertainty Estimates 0.004 -

Precision uncertainty estimates for the frictional drag measur
ments were made through repeatability tests using the stand
procedure outlined by Moffat37]. Three replicate towing tests
were made with each surface at each Reynolds number. The st
dard error forCg was then calculated. The 95% precision confi
dence limits for a mean statistic were obtained by multiplying th Re,
standard error by the two-tailéd/alue ¢=4.303) for two degrees — - -
of freedom given by Coleman and Ste¢88]. The resulting pre- o Siicone ¥t T S Copper S ster
cision uncertainties i€ were<=+1% for all the tests. The over- ¢ SPCTBT ®  Smooth
all precision and bias error was dominated by the systematic erior
due to the Comt?lned b'f_is_ of the f‘?rce gaQesQ.ZS% of full Fig. 2 Overall frictional resistance coefficient versus Rey-
scalg. The resulting precision and bias uncertaintydp ranged nolds number for all test surfaces in the unfouled condition.
from £5% at the lowest Reynolds number 1% at the highest (Overall uncertainty in  Cr: +2% at highest Reynolds number;
Reynolds number. To insure the accuracy of the results, the ca¥b% at lowest Reynolds number. )
trol sandpaper and smooth test plates were run periodically
throughout the experiments to check that the resulting nt®an
value was within the precision uncertainty bounds that had prevively, at the highest Reynolds number. Although the silicone
ously been obtained. The overall precision and bias error for th§yling-release surfaces tended to have lower frictional resistance
roughness functiodAU * ranged from+16% or 0.2(whichever is than the other AF surfaces over the entire range of Reynolds num-
largen at the lowest Reynolds number t06% or 0.1(whichever per tested, the differences observed were within the experimental

F+-2%

0.003

3.0e+6 3.5e+6 4.0e+6 4.5e¢+6 5.0e+6 5.5e+6

is large) at the highest Reynolds number. uncertainty. A trend of lower drag on silicone fouling-release sur-
faces than for traditional AF paints was also noted by Candries
Results and Discussion et al.[11]. In the present case, the lower drag can be explained by

the fact that the silicone surfaces were smoother than the other AF

The presentation of the results and discussion will be organizg ifaces(Table 2. However, Candries et 11,40 noted lower
as follows. First, the frictional resistance results will be present ag even When. the silicoynes were rougher’ than traditional AF
for the test surfaces in the unfouled, fouled, and cleaned_ CONdlirfaces. They attributed the lower drag to the longer wavelength

Pt_he roughness inherent for silicone coatings. Figure 3 shows

er coating that illustrate the differences in the roughness between
ilicones and traditional biocide-based AF coatings. It can be seen
hat the silicone roughness is populated by longer wavelengths
Frictional Resistance,Cr. The results of the frictional resis- than the copper surface. The wave-number spectra for the two

tance tests for the surfaces in the unfouled condition are presenggifaces presented in Fig. 4 clearly show a greater contribution to
in Fig. 2. The Kaman-Schoenherr friction line for a smooth platethe roughness from the low wave-number scales on the silicone as

is also shown for comparisdi39]. This friction line is defined as compared to the copper surface. The relationship between the sur-
face roughness and the increase in drag will be discussed further

tion AU™. Finally, the frictional resistance will be scaled up t
ship scale using similarity law analysis to determine the IikeCIE
effect of these forms of roughness on ship frictional resistance

0.242 in the roughness function section.
c =log(Re_Cp). (7) The results of the frictional resistance tests for the surfaces in
F

the fouled condition are presented in Fig. 5. All of the fouled
The present smooth plate results agree withii% with the surfaces exhibited a significant increase in frictional resistance
Karman-Schoenherr friction line as was also observed in a prexdiompared to the smooth control over the entire Reynolds number
ous investigation in this facilityf35]. At the lowest Reynolds range. The increase was greatest for the two silicone plates, which
number, the AF test surfaces all showed an increageritom- hadCg values three to four times higher than the smooth surface.
pared to the smooth control. Silicone 1 and 2 had the small&dtese surfaces, not surprisingly, had the heaviest coverage of bar-
increase(1%), while the SPC TBT surface had the largest oneacles. These results indicate that if silicones are to be effective
(4%). It should be noted that while all of the AF surfaces hadhip hull coatings they must be capable of hydrodynamic self-
higher frictional resistance at the lowest Reynolds number thateaning or be easily cleaned mechanically. The towing speeds in
the smooth control, the differences were within the experimentdle present study were not high enough to cause significant self-
uncertainty of the measurements. The 60-grit and 220-grit saradeaning of the coating. Further studies are needed in which the
paper controls exhibited increasesdp of 66% and 17%, respec- coated surfaces are towed at higher speeds in order to address the
tively, compared to the smooth test surface at the lowest Reynofusssible effect of self-cleaning on the drag. The ablative copper
number. The effect of the surface roughness became larger waid SPC copper surfaces, which showed much lighter barnacle
increasing Reynolds number. The increas€mnfor the AF sur- fouling (1%—4%, had increases ¢ that ranged from 87%-—
faces ranged from 4% for silicone 1 to 8% for the SPC TB138%. The present results support findings of the classic pontoon
surface at the highest Reynolds number. These differences egsistance experiments carried out by Kenjftf which also
beyond the combined experimental uncertainty of the measustowed very large increases in frictional resistance with barnacle
ments and can be considered significant. The 60-grit and 220-datiling. Recently, similar results were obtained in uncoated pipe
sandpaper controls had increase€nof 83% and 31%, respec- flow experiments over barnacles by Leer-Andersen and Larsson
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Fig. 5 Overall frictional resistance coefficient versus Rey-
nolds number for all test surfaces in the fouled condition after

287 days exposure. (Overall uncertainty in  Cr: *2% at highest
Reynolds number; *+5% at lowest Reynolds number. )

present drag tests were carried out in fresh water, not the estuarine
water that the fouling developed in. However, there was little
difference visually in the fouling before and after exposure to the
fresh water, and the invertebrate organisms, such as barnacles,
remained alive. Also, since the salinity of the estuarine water was
low, it is not felt that testing in fresh water caused undue stress on
the fouling or significantly affected the results.

The results of the frictional resistance tests for the surfaces in
the cleaned condition are presented in Fig. 6. All the AF surfaces
showed an increased: as compared to the smooth control at the
lowest Reynolds number. Silicone 1 and the ablative copper
showed the smallest increas&?o), while the SPC TBT surface
had the largest drag incremefm%). However, these differences

[6]. It is of note that the SPC TBT surface showed an increase \ifgre within the experimental uncertainty of the measurements.
Cr of 58%—68%, despite being covered with only a thin layer ofhe effect of the surface roughness was more pronounced at

slime. This supports the observations of Schultz and S\\&ih

and Haslbeck and Bohlandg26] that show that surfaces covered

with a light biofilm, otherwise free of calcareous fouling, car
exhibit a significant increase in drag. The relationship between t
fouling coverage and the increase in drag will be discussed furtr
in the roughness function section. It should be noted that tl

Tle+b{ ____ T

Te+4 4

1e+3 4

2/(rad/um))

(rm

power Spectral Density
2
NS

Tet+1 5

—— Silicone #1
——— Ablative Copper

0.001

0.01 0.1

Wavenumber (rad/pm)

Fig. 4 Wave-number spectra of the surface waveforms for sili-

cone 1 and ablative copper

Journal of Fluids Engineering

—— Karman - Schoenherr Line [39]

0.006 1 * * + + * + +
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0.004 1 } 5%
2 FF+/- 2%
Fay

0.003 T T T T T T
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O  Silicone #2 4 SPC Copper O 220-grit SP
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Fig. 6 Overall frictional resistance coefficient versus Rey-
nolds number for all test surfaces in the cleaned condition.
(Overall uncertainty in  Cr: *2% at highest Reynolds number;
+5% at lowest Reynolds number. )
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10 Roughness Length Scales / 20 Roughness Length Scale
AF Coatings - k=0.17 R, // k=017R,
Sandpaper - k=0.75 R, :/ — AU =1k In (1+i) [22]
81— ar=1mm (1K) [22] £
——=- Uniform Sand - Schlichting [42] ’,’

g . . T 0.0 ® n
0.01 0.1 1 10 100 1000 0.1 1
K ' K
® Silicone #1 v Ablative Copper + 60-grit SP ® Silicone #1 v Ablative Copper
O  Silicone #2 & SPC Copper O  220-grit SP O Silicone #2 & SPC Copper
¢ SPCTBT ¢ SPCTBT
Fig. 7 Roughness function for all test surfaces in the unfouled Fig. 8 Roughness function for the AF test surfaces in the un-

condition. [Overall uncertainty in  AU*: +6% or +0.1 (which-  fouled condition. [Overall uncertainty in AUY: +6% or 0.1
ever is larger ) at highest Reynolds number; ~ +16% or *£0.2  (whichever is larger ) at highest Reynolds number;  +16% or
(whichever is larger ) at lowest Reynolds number. ] +0.2 (whichever is larger ) at lowest Reynolds number. ]

higher Reynolds number. The increasedp for the AF surfaces spectra(i.e., Townsin et al[19]), the mean absolute roughness
ranged from 5% for silicone 1 to 15% for silicone 2 compared tslope (i.e., Musker[18]) and combinations thereof, were consid-
the smooth control at the highest Reynolds number. These differed as possible roughness length scales for the unfouled AF sur-
ences are greater than the combined experimental uncertaintyfagfes. The best fit of these results was found using a simple mul-
the measurements and are considered significant. The ablatipée of the centerline average heigR, , ask. R, was suggested
copper and silicone 1 both returned to nearly their unfouled frice be a suitable roughness scaling parameter for sanded paint sur-
tional resistance, while silicone 2 and the SPC TBT showed siaces by Schultz and Fladd2]. With k=0.17R,, 75% of the
nificant increases in resistance. The roughness on the ablative oggtiance (i.e., R2=0.75) in AUT could be explained using a
per, silicone 1, and the SPC TBT did not change from thgolebrook-type roughness functidiEq. (8)]. The results pre-
unfouled to the cleaned conditiofiBable 2, while the roughness sented in Figs. 7 and 8 show that reasonable agreement is obtained
on silicone 2 increased. It is believed that isolated coating damagsing this scaling considering the relatively large uncertainty in
due to exposure and cleaning led to increased drag on the SRG+ ask*—0. Candries et al[40] assert that a roughness pa-
TBT surface, although it was isolated enough not to significantiymeter based on bofy, and the mean absolute slope adequately
affect the measured roughness statistics. The differences in ffliapses a range of unfouled AF surfaces. This scaling was tried
face roughness and how they relate to the frictional resistance wjlihe present study, but did no better job of collapsing the results
be discussed further in the roughness function section. thanR, alone. It is of note that the scatter&dJ ™" in the study of
Roughness FunctionAU*. The roughness functionsU* Candries. et al. was Iarger_than in th_e present study. The results
for the test surfaces in the unfouled, fouled, and cleaned conditide™ !0 indicate that the differences in roughness wavelength ob-
were found by means of the similarity law analysis of Granvill§€rved between the silicones and traditional AF paints in this
[20] developed for flat plates. This was carried out by solving EqS{udY (See Figs. 3 and)4are not large enough to significantly
(5) and(6) iteratively fork™ andAU ™, respectively. It should be |nflur¢]3nce thﬁ frlctl;)nal _drag.f he fouled surf qgi
noted that the choice d&f for a given roughness has no effect or':iT & roughness functions for the fouled surfaces are presented in

Y g g. 9. In order to develop suitable scaling parameters for the
the calculateddU™ despite its apparent dependencekahrough fouled surfaces it was decided to divide the surfaces into those

the AU™ term in 593-@ and (6). This is because the effect of i, hamacie fouling and those withotanly the SPC TBT sur-
changingk on AU™ is to simply move the curve along the abacq |n developing a scaling parameter for the surfaces with
scissa without changing its slope. The roughness function resylignacie fouling, it was assumed that the largest roughness heights
for all the test surfaces in the unfoul_ed c_ondltlon are shown in Flg:e_l the height of the largest barnadlésve the dominant influ-

7 and for the unfouled AF surfaces in Fig. 8. Shown for comparknce on drag and that effect of increased percent coverage of
son is the roughness function for uniform sand given by Schlichynacles on drag is largest for small coverage and smaller for
ting [41] based on the classical experiments of Nikurdd@and  |5rge coverage. These assumptions were gleaned from the present
a Colebrook-type roughness function of Grigg@a] for random  regyits and the pipe flow experiments of Leer-Andersen and Lars-
roughness given as son[6], as well as the observations of Bradshaw for typical rough-

1 ness typeg43]. Based on this, the following roughness length
AU+:;In(1+ k™). (8) scale was developed for the barnacle-fouled surfaces:
k=0.05®R,(% Barnacle Fouling"?. (9)

The roughness functions for the rough sandpaper controls show
excellent agreement with a Schlichting uniform sand roughneBs here is taken to be the height of the largest barnacles, given in
function usingk=0.75R;. This was also observed in previousthe last column of Table 1. Using this scaling, excellent collapse
investigations by the present author using a range of direct afRP=0.98) is obtained for the present results with a Colebrook-
indirect methods to obtaidU™* [32,33. All of the roughness type roughness functiofEqg. (8)]. Further study is needed to as-

length scales in Table 2, as well as moments of the wavenumisess the validity of this scaling on a range of fouled surfaces and
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Fig. 9 Roughness function for the AF test surfaces in the

fouled condition after 287 days exposure. ~ [Overall uncertainty  jmprovement. It is felt that the inability to collapse results for the

in AU™: £6% or +0.1 (whichever is larger ) at highest Reynolds  ¢leaned surfaces stems from small areas of coating damage due to

number; *16% or *0.2 (whichever is larger ) at lowest Rey-  gyposure in the marine environment and subsequent cleaning. The

nolds number. ] likelihood of these areas being randomly sampled when the
roughness height measurements are made is small. However, the

. L ) effect of the damage on the overall frictional resistance of the

its applicability to other calcareous fouling types. The SPC TBJrface is quite significant. Further work is, therefore, needed to

remained free (_)f barnacle_ foulln_g over the course of exposure qa@mify a robust roughness scaling parameter and sampling rou-

was covered with only a light slime film. The roughness functiofne siitable for a wider range of coating types and conditions.

for this surface collapsed welR€¢=0.90) with a Colebrook-type o ) ) )

roughness functiofiEq. (8)] using k=0.11R,, whereR, is the  Frictional Resistance, C¢, at Ship-Scale. Granville [34]

estimated thickness of the slime film using a wet film paint thickgives a similarity law procedure for calculating the effect of a

ness gauge, given in the last column of Table 1. The slime filiven roughness on the frictional resistance of a planar surface of

thickness measurement procedure is described in greater detafiitrary length using the roughness function obtained for a flat

Schultz and Swaifi27]. plate in a lab. This was carried out using the present _hlghest Rey-

The roughness functions for the cleaned surfaces are presentelfls number results for a plate length,of 150 m. This length

in Fig. 10. It was decided to use the same roughness scaling Yéts sele_cted because it is representative of many m|d5|zed_ mer-

the cleaned AF surfaces as for the unfouled surfacks ¢hant ships as well as Naval surface combatants such as frigates

=0.17R,). As can be seen in Fig. 10, this choicelofiives poor and destroyers. Figure 11 shows the results of the similarity law

collapse of the results. Other choices did not yield significadalysis for all surfaces in the unfouled, fouled, and cleaned con-
ditions for U~6.2 m/s(12 knotg. The results are presented as

percent increase i€ compared to a smooth surface. The in-

20 crease irCr for the AF surfaces in the unfouled condition ranged
Roughness Length Scale =2 . from 3% for silicone 1 to 6% for the SPC TBT surface. This
k=017R, ) o indicates that only small differences in the performance of these
T AU = iin (146) [22) a coatings are likely when a ship is freshly out of drydock. The

60-grit and 220-grit sandpaper controls had increase§dnof
59% and 22%, respectively.

The increase irCg for the AF surfaces in the fouled condition
ranged from 50% for SPC TBT to 217% for the silicone 2. The
two silicone surfaces had the largest increase in frictional resis-
tance with the biocide-based AF systems showing smaller in-
crease. This indicates that silicones will likely provide signifi-
cantly poorer performance than biocide-based systems if
hydrodynamic self-cleaning is not possible or if mechanical clean-
ing is not utilized. The increase i@ for the AF surfaces in the
cleaned condition ranged from 3% for silicone 1 to 11% for sili-

00 cone 2. It is of note that the frictional resistance for silicone 1,
0.1 . 1 ablative copper, and SPC copper returned to within 1% of the
k unfouled condition, while silicone 2 and SPC TBT had increases
POR—— v Abiative Conmer of 7% and 4%, respectively, compared to the unfouled resistance.
O Silicone #2 & SPC CO,,pef" This difference is Iike_ly due to small areas of coating damage that
& SPCTBT were discussed previously.
Fig. 10 Roughness function for the AF test surfaces in the Conclusion
cleaned condition. [Overall uncertainty in  AU*: =6% or +0.1 _ o
(whichever is larger ) at highest Reynolds number; +16% or An experimental study of the surface roughness and frictional
+0.2 (whichever is larger ) at lowest Reynolds number. ] resistance of a range of modern antifouling paint systems has been
Journal of Fluids Engineering NOVEMBER 2004, Vol. 126 / 1045
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made. The results indicate little difference@z among the paint
systems in the unfouled condition. Significant differences, how-
ever, were observed i@ among the paint systems in the fouled 4

[3] Denny, M. E., 1951, “B.S.R.A. Resistance Experiments on the Lucy Ashton:
Part I—Full-Scale Measurements,” Trans. Institution of Naval Archit&3s

pp. 40-57.

Lewthwaite, J. C., Molland, A. F., and Thomas, K. W., 1985, “An Investiga-

condition, with the silicone surfaces showing the largest increases. " tion Into the Variation of Ship Skin Frictional Resistance With Fouling,”

While some of the antifouling systems returned to near their un-

Trans. Royal Institute of Naval Architectl27, pp. 269—284.

fouled resistance after cleaning, coating damage led to significarif] Watanabe, S., Nagamatsu, N., Yokoo, K., and Kawakami, V., 1969, “The
increases irCg for some coatings. The roughness functibo *
for the unfouled coatings shows reasonable collapse t0 &g Leer-Andersen, M., and Larsson, L., 2003, “An Experimental/Numerical Ap-
Colebrook-type roughness function when the centerline average proach for Evaluating Skin Friction on Full-Scale Ships With Surface Rough-

height k=0.17R,) is used as the roughness length scale. Excel-
lent collapse of the roughness function for the barnacle fouled”

Augmentation in Frictional Resistance Due to Slime,” J. Kansai Society of
Naval Architects, 131, pp. 45-51.

ness,” J. Marine Sci. Technolg, pp. 26—-36.
Townsin, R. L., 2003, “The Ship Hull Fouling Penalty,” Biofouling,
19(Supplemen), pp. 9-16.

surfaces was Obtai_ned using a new roughness length scale basgglswain, G., 1998, “Biofouling Control: A Critical Component of Drag Reduc-
on the barnacle height and percent coverage. Poor collapse of the tion,” Proceedings of the International Symposium on Seawater Drag Reduc-

roughness function for the cleaned coatings was likely due to

isolated damage.
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Nomenclature

B
Ce

Ccc

>
Soexn By <x tio Cpd

smooth wall log-law intercept5.0

overall frictional resistance coefficient
=(Fo)/(1/2pU29)

local frictional resistance coefficien( )/ (%pug)
drag force

arbitrary measure of roughness height

plate length

number of samples in surface profile
displacement thickness Reynolds number,6* /v
Reynolds number based on plate length,L/v
centerline average roughness heightN=] , |y;|

root mean square roughness height/N=™,y?
maximum peak to through heighy 2~ Ymin
wetted surface area

mean velocity in the x direction

freestream velocity relative to surface

friction velocity=\7,7p

roughness function

streamwise distance from plate leading edge
normal distance from the boundary measured from
roughness centerline

boundary layer thickness

displacement thickness §(1—U/U.)dy

von Karman constart0.41

kinematic viscosity of the fluid

density of the fluid

wall shear stress

superscript

+

subscript

min

inner variable(normalized withU . or U ./v)

minimum value

max = maximum value

R

rough surface

S = smooth surface
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Added Mass of an Oscillating
Mario A sor® - § 'Hemisphere at Very-Low and
wred®” | Very-High Frequencies

Centro Internacional de Métodos
Computacionales en Ingenieria (CIMEC)

INTEC, UNL-CONICET. Giiemes 3450, A floating hemisphere under forced harmonic oscillation at very-low and very-high fre-
3000-Santa Fe, Argentina quencies is considered. The problem is reduced to an elliptic one, that is, the Laplace
hitp://www.cimec.org.ar, operator in the exterior domain with Dirichlet and Neumann boundary conditions.
g-mail: cimec@ceride.gov.ar Asymptotic values of the added mass are found with an analytic prolongation for the surge
Telephone: +54 342 4556673; mode, and with a seminumerical computation with spherical harmonics for the heave one.
Fax: +54 342 4550944 The general procedure is based on the use of spherical harmonics and its derivation is

based on a physical insight rather than a mathematical one. This case can be used to test
the accuracy achieved by numerical codes based on other formulations as finite or bound-
ary elements[DOI: 10.1115/1.1839932

1 Introduction problem for a semi-immersed heaving circular cylinder, where the
velocity potential is represented as the sum of an infinite set of
?r?ultipoles, each satisfying linearized free-surface boundary con-
tion of the bodv in the free surface of an inviscid incompressib ition and each being multiplied by a coefficient determined by
lof Y u ; inviscid 1 p : uiring the series to satisfy the kinematic boundary condition at
fluid. Two canonical cases are considered, namely those of he%v nite number of points on the cylinder. Grih2] used a varia-
and surge motions, where t_hesfe nautical terms are used to desqrig)ﬁe of the Ursell method to solve for thé two-parameter Lewis-
a vertical or horizontal oscillation of the !ood_y. rm cylinders by conformal mapping onto a circle. Tdga] and

The present problem has §evera| appllcgtlpns. For examlple, ter[14] using the Ursell approach, obtained the added mass
oscillation of the body implies wave radlaéloln agnd ;\henhlt ha§nd damping for oscillating contours mappable onto a circle by
interest in wave er;(ergy_ conI;/ec;swaeLg., see Falnef ]O)'hknOt €' the more general Theodorsen transformation, whereas Ogilvie
case arise in seakeeping hydrodynantes., see us@ZJ, . [15] computed the hydrodynamics forces on a completely sub-
Huang-Sclavounog3]), where the hydrodynamic characteristic erged heaving circular cylinder. Frafi6] used an integral for-

ofa veﬁsel duehto action 0(: surfﬁcebwgvels Whﬁn thet\)/vave MOtigN ation where the velocity potential is represented by a distribu-
Is small enough compared to the body length can be computgg, of sources over the submerged cross section; the density of
adopting a linearized theory. Then, the response of a body 9, sources is an unknown function of the position along the con-

incident waves can be determined from the added-mass 8@ (o be determined from integral equations found by applying
damping coefficients associated to the forced motions of the b kinematic boundary condition on the submerged part of the
in the absence of waves, for example, the heave motions ot@inder.

semisubmersible platform due to the influence of ocean wavesi 4 elock [17] gives an account of the heaving-hemisphere
e.g., see Hulmg4]. Besides, added mass effects can be recogzse, where the solution is found with a method similar to that
nized in ship vibrations. Although Laml5] investigated the ac- sed by Ursell for the circular cylinder, that is, the velocity po-
celerated motion of a submerged cylinder, its relevancy in shigntia| is expressed, in spherical polar coordinates, as the sum of a
wbratnonslwas only properly recogm;ed from Fhe experiment@lave source at the sphere center together with an infinite series of
work of Nicholls [6] and the mathematical orfesing conformal \yaye-free potentials. Then, the velocity potential satisfies all the
mapping of Lewis [7]. _ boundary conditions except for the body surface, and the latter is
From a physical point of view, the added mass effect comgged to generate an infinite linear system of equations for the
from the inertia of an incompressible fluid. For instance, whenigfinite number of unknowns appearing in the expansion of the
floating shiplike body performs a heave motion and the fluid igelocity potential. Hulmg10] used an essentially equivalent ap-
assumed as incompressible, there will be fluid motion between th&ach to Havelock’s one but with several modifications and more
hull and the free surface on the downbeat and back again on #orous justification, where the solution is found by means of an
upbeat, see Fig. 1. The added mass effects in this case come figipansion for the velocity potential in terms of an infinity series
the pressures transmitted to the hull arising from the inertia of tiag spherical harmonics from which the relevant forces may be
fluid. A similar analysis can be made for the surge motion, e.gsomputed.
see Llloyd[8] and Jenning$9]. As it is usual in seakeeping flow problems, the forces exerted
The formulation of problems involving floating hemispheres isn oscillating bodies are given as the added mass and damping
analogous to that for the corresponding two-dimensional ones gefficients, which measure the components of the wave force in
volving circular cylinders and perhaps, as Hulié] says, this is phase with the acceleration and velocity of the body, respectively.
the reason why they have received rather comparatively little ag this work only the former case is considered. The proposed
tention in the literature. The modern history of this subject beganethod is nearly exact in the sense that the numerical solution can
with Ursell [11] who formulated and solved the boundary valuge done with a very high precision, and the results used to deter-
mine the accuracy achieved by other methods, e.g., finite or
*Conicet Senior Researcher; e-mail: mstorti@intec.unl.edu.ar boundary elements, that can be used to treat more general body

TConi_cet Graduate Researcher; e-mail: jdelia@intec.unl.edu.ar geometries, e.g., see Nigro et fL8], Storti et al.[19,20, and
Contributed by the Fluids Engineering Division for publication in ticeJBNAL D'Elia et al [21_23

OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division . ’ i

October 15, 2003; revised manuscript received August 5, 2004. Associate Editor: !N this work, the heave and surge modes at very low and very

Balachandar. high frequencies of the unit hemisphere are reformulated as

This work is concerned with a computation of the added ma
of a floating hemispherical body due to a forced oscillatory m
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free surface

heave motion

-||||<
lo

body b x
X n"
Fig. 4 The heave load h(8,¢)=cos 6, with 0 <O<m/2
w?
Fig. 1 Sketch of the movement of an incompressible fluid in d)'n:E ¢ atz=0; 2)

shiplike vibration due to a heave motion
where ¢ is the velocity potentialg ,=d¢/dn is the normal ve-
locity, nis the unit normalz=0 is the hydrostatic free surface,
boundary value problems extended to the all space, they &éhe circular frequency of the sinusoidal oscillation, @nid the
solved by orthogonal expansion by means of spherical harmonig&avity acceleration.
In the Hulme’s work, the derivation of the asymptotic form forthe 5 1 | imits at Very-Low and Very-High Frequencies. In
surge-mass coefficient at very high frequencies-) is, as otk fimit processs—0 andw— for the linearized free-surface
Hulme sayssuggestivaather than conclusive so, an alternatlv%oundary condition given by Ed2), it will be assumed that the

derivation is given here for the same coefficient where the pres‘?/é‘iocity potentialg, the normal velocity , and the gravity ac-

estimation is found closely related to Hulme's estimate. celerationg remain finites and bounded. Then, on one hand, at
very-low frequencie§w—0) the free-surface boundary EQ)
2 The Oscillating Unity Hemisphere shrinks to the homogeneous Neumann gne=0 atz=0, that is,
An oscillating unity hemisphere in a forced motion is consid- Ap=0 in Q;

ered. The unit hemisphere is the open surfaeel, O<6#<m/2,

0= =<2, wherer is the radiusg is the azimuthal angle andis w—0" $n=0 atz=0; 3)
the circumferential one. Its edge is on the free surface of an irro- ¢n,=h atly;
tational and incompressible fluid, without a mean flow, the fluid || =0  for |x|—e

depth is assumed as infinity, tlexis positive downward and the
hydrostatic equilibrium plane iz=0, see Fig. 2. Due to the sym-On the other hand, at very-high frequencigs—x) the free-
metry, the Cartesian coordinates,y,z) are transformed to the surface boundary Eq2) shrinks to the homogeneous Dirichlet

spherical onesr(,6,¢) as one ¢=0 atz=0, then
X=r sinf cose, Ap=0 1in Q;
=r si i 1 $»=0 at z=0;
y=rsinfsing, 1) oo ' @)
Z=r cos#, ¢n=h atI'y;

see Fig. 3. In this work a whole linearized analysis is performed [¢l=0 for |x|—e.

and for this reason the linearized surface boundary condition |atEgs. (3) and (4), A is the Laplace operatoh=h(6,¢) is the
z=0 is only used. As it is well knowre.g., see Newmaf24], load given by the normal displacement of the mode under consid-
Ogilvie [25], Ohkusu[2], Stoker[26]), the standard free surfaceeration, and the last condition is the radiation boundary condition
boundary condition of linearized water-wave theory for sinusoidak infinity. For simplicity, it is assumed that the lohe-h(#8, ¢) is

time dependence is given by real, that is, the body motion is in phase with the fluid velocity. It
should be noted that the original linearized flow problem is de-
fined only in the lower regiog<0 but the analysis performed for
the two limit processes of the linearized surface boundary condi-

lg 0 Q, 1711'0"\\ lg tion atz=0, that is, foro—0 [Very Low Frequencie$VLF)] and
o p I A for w— [Very High FrequenciesVHF)], suggests that the
o \i/r Q IH/ boundary conditionsp ,=0 at VLF and ¢=0 at VHF, respec-
€ z) b z tively, could be taken into account at the plare0.
Fig. 2 Geometrical description of a seakeeping-like flow: 2.2 The Heave and Surge Modes. The heave-mode excita-

Original problem (left) and extended to the upper plane (right)  tion of the body(vertical oscillation produces a symmetrical dis-
placement around the vertical axdsand it can be written ab
=cos#, with 0<6#=<m/2, see Fig. 4. Analogously, the surge-mode

d excitation (horizontal oscillatiop produces an antisymmetrical
displacement with respect to the plaxe 0 and it can be written
ash=sin ¢, with 0O<¢<2, see Fig. 5. Once the velocity poten-
tial ¢ is solved for each modg.e., the surges® and the heave)®
oneg, the added mas4y; in the i degree of freedom due to a
harmonic unity excitation on thgdirection is computed as the
surface integral

Fig. 3 Cartesian coordinates (x,y,z) and spherical ones Aij=_Pf dr ¢'¢l, (5)
(r.0.¢) Iy
Journal of Fluids Engineering NOVEMBER 2004, Vol. 126 / 1049
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Fig. 5 The surge load h(@,¢)=sin ¢sin 6, with 0 <¢<27x and
0=6<m/2

Fig. 7 Antisymmetrical load extension ~ h=cos @ for the heave-

L t -high fi i
over the body surfacE,, wherei=j=1 for the surge mode and mode at very-high frequencies -

i=j=3 for the heave one, e.g., see Ohky&li Newman[24].
Then, the added mass coefficient is obtained\gs-A;; /(pV),

whereV= (%)wR3 is the body volume of the hemisphere gnd  general, a closed solution, and whence it must be found with other

the fluid density. resources like spherical harmonics, as considered in this work.
Analogously, the boundary value problem of the heave-mode at
3 The Extended Flow Problems very-high frequenciesw—) is written as

By symmetry, Eqs(3) and(4) can be reproduced extending the
flow problem to upper regiom<0 by means of a reflection with
respect to the plane=0 and extending the load=h(#6,¢) in an

extended heave-mode at VHF

appropriate way. For instance, the homogeneous Neumann bound- A¢=0 in Q%

ary condition is obtained when the lo#wis extended in a sym- ¢,=cosf atI};

metrical way, i.e.h(x,y,z) =h(x,y,—2z), while the homogeneous (w—): ) (8)
Dirichlet one is obtained when the loddis extended in an anti- ¢=0 at atz=0;

symmetrical way, i.e.,h(x,y,z)=—h(x,y,—2). It should be |p|—0 for |x|—oe;

noted that the plane=0 is not really necessary in the subsequent

analysis since the surface load extensmromaticallysatisfied see Fig. 7 where, since the free surface boundary condition for
the suggested linearized boundary conditigns=0 at VLF and VHF is ¢=0, its right hand side term has been extended in an
¢=0 at VHF, respectively. anti-symmetric way and, then, it is equivalent to a sphere in infi-

nite medium.
3.1 The Extended Heave-Modes at VLF and VHF. The

extended heave loads at VLF and VHF are obtained from the3.2 The Extended Surge-Mode. On the other hand, the ex-

sphere ones as tended surge loads at the VLF and VHF, e.g., see Figs. 8 and 9,
are
h=|cosd| for low frequencies(w—0), ©)
h=cosé for high frequencies(w—x), h=sing siné for low frequencies(w—0);

where now @6< due to the extension to upper regiarc0. h=sine sinésignicosd} for high frequencies(w— ).

Then, the boundary value problem of the heave-mode at very-low ©)
frequenciegw—0) is written as Then, the boundary value problem of the surge-mode at very-low
extended heave-mode at VLF frequenciesw—0) is written as
Ap=0 in Q; extended surge-mode at VLF
¢ .=|coso| atTy;
(w—0): ()

¢,=0 at z=0;
|¢p|—0 for [x|—oe;

see Fig. 6, wheré)' =0 ,UQ; is the extended flow domaif), =0 /-] image Py

and Q) are the flow domain exterior to the hemisphere and its Y e o + X
extension through the reflection plame 0, respectively, and’}, - o[\ body |+

is extended hemisphere surface through the same plane. Due to \ 4 ++

the module on source terngosé|, this case does not have, in @-s0 7

z

Fig. 8 The load extension h=sin ¢sin @ for the surge-mode at
Very Low Frequencies (VLF) (w—0)

4,20 /
image
0 image
body 1 x e \
\ / h - o —> +
®=>0 - 4
body B

z

Fig. 6 Symmetrical load extension h=|cos 6| for the heave- Fig. 9 The load extension h=sin ¢sin @#sign{cos 6} for the
mode at very-low frequencies w—0 surge-mode at Very High Frequencies (VHF) (w—)
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Ap=0 inin Q; »
¢ =singsing at I'}; ¢(r'9"/’):20 Yo(G,@)r= "D, (18)
N ’ =
(0—0): ¢ (10) "
$n=0 atz=0; where
|p|—0 for |x|—oe; n
and the boundary value problem at very-high frequengies) Yn(8,¢)=anoPy(coso) + 2_1 [anmcogMe)
is written as "
extended surge-mode at VHF + b sin(me) PR(cos). 19)
) .. Then, the Neumann problem can be solved taking derivatives with
A¢=0 in QF respect tar e_md evaluating at=1, that is,hE¢,r|,:l, obtaining
¢ ,=singsingsigncosd} at I'l; the expression
(w—): (11) .
$»=0 at z=0; E
=— +
|¢|—>0 for |X|—>OO. h(ﬁ,gp) “~ (n 1)Yn(0,(P)‘ (20)
4 Solution of the Extended Flow Problems from which analogous relations are obtained
The extended flow problems can be solved, for instance, in an 2n+1 21)

analytical way or by series. The solutions for the extended flow ldl“ h(6,¢)Py(cose),

problems corresponding to the heave-mode at (lWF-) and
surge-mode at VLFw—0), are the same of a sphere in an infinity 2n+1  (n—m)!
medium and uniform velocity, so the additional mass is half theaanZW(n+1) (n+tm)!
displaced mass, that is, '

&= 4 rn+ 1) J,_

J dT" h(6,¢)P](cosé)cog me),
r=1
(22)

B 2n+1 (n—m)!
nmT2r(n+1) (n+m)!

00)= z 3.
Agfw—2)= 7 pR", J dI’ h(6,¢)Pp(cosh)sin(me),
r=1
(23)

Once the coefficients of the expansion are obtained, the added
In the other two cases, the heave-mode at (kLF0) and the mass can be found from

surge-mode at VHRw—), are not that easy to obtain, so the

12)
T 4
Aj(w—0)= 3 pR°.

solutions are found expanding the sources by means of spherical

harmonics.

5 Spherical Harmonics
The exterior potential problem
Ap=0
d=1(0,p) at

where ¢=¢(6,¢) is solved expanding the functiof(6,¢) in
terms of the harmonics

for r>1;

atr=1; (13)

© n

f(0,<p)=nZo anoPn(cosO)+ D, >, [aymcosme)

n=0 m=1
+bymsin(me) ]P(cos6), (14)

where P,(u) are the Legendre polynomials, with=cosé,

PM(u)=(1—u?)™2d™P,/du™ are the associated ones, while the

coefficients are given by

2n+1
o=y~ dr’ f(6,¢)Pn(coss), (15)
r=1
S L
&= (nvm)! J,_, (6,¢)Pp(cos)cosme,
(16)
AL (M g, )P .
"mT2n (n+m)! (6,¢)Pp(cosh)sinme,
17)

where dI'=sinf#de dé is the differential of the solid angle in
spherical coordinates. Once this expansion is computed, the exte-

rior potential can be written as

Journal of Fluids Engineering

27 T
Ajj:_PfildF ¢¢,r:_Pfo G(qo)dqvfo H(6)do,
(24)

whereG(¢)={1,sirf ¢} for the heave and surge motions, respec-
tively, and

H<e>=n20 {Zaﬁo[F>n<cos¢9>]2+m21 (@t bi)

X [an(cose)]z} ) (25)

where the orthogonality property of the spherical harmonics was
taken into account. Finally, using properties of the Legendre
polynomials

(n+m)! |
(n—m)! |’

(26)
where a={2,1}, for the heave and surge motions, respectively.

o n+l .
- . 2 2 2
A paz,l T 2an0+m§:‘,1 (a2y+ b2y

6 Hemisphere in Heave-Mode at Very-Low Frequen-
cies
The load in the heave-mode at VLFli§#,¢)=|cosé)|, so

2n+1 1 b (d 27Td
ano—m 71|M| n(pm)du , 9

27)

where u=cos#. As the P,(u) are even(odd) for n even(odd),
only remains its even terms and then

2n+1 (1
o= mPo(p)du, (28)

0
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for n even. For computing this integral, ti, terms are generat- Table 1 Added mass coefficients at Very-Low Frequencies
ing in a recursive way with the initial conditior®,=1, P;=pu, (VLF) (@—0) and Very-High Frequencies (VHF) (w—x) for the
and the next term®,, . .. P, are obtained by solving surge mode /=1 (longitudinal oscillation ) and the heave one i

=3 (vertical oscillation ) on the unit hemisphere
(N+1)Pyya(p) = (2n+1)uPp(p) +nPy_1(n)=0. (29)

. . ) VLF (0—0) VHF (w—©)

The coefficients of the polynomialgP,(«) are obtained from

the P,(x) ones, and the integral is made in a semianalytical way\'9¢ he?"e surge he?"e

The final result for the added mass in the heave-mode at VLF fof\s Ags An Ags Reference

the sphere is 05 0.8 0.20 0.40 SierevogE30], Prins[31]
0.5 0.8 0.25 0.45 Korsmey¢B2], Liapis[33]

Asy(0—0)=1.740 335 785 143R?, (30) 05 0.830951 0.273239 0.50 Hulmfigd]

0.5 0.830930 0.272220 0.50 present work

corresponding té\3,(w—0)=0.830 949 128 536, that is, the non-
dimensional coefficient with respect to the hemisphere mass
2 3
3mpR°.

surge—sway mode, e.g., see Sierevd@], Prins[31] (where
7 Hemisphere in Surge-Mode at Very-High Frequen- only the intervald0.25,1.50 and[0.6,1.5 are, respectively, con-
cies sidered and so the extrapolations are rather douybfiiul for the
heave one, e.g., see Korsmey82] and Liapis[33]; and (iii)
o L~ /" Hulme[10]. The Sierevogel, Prins, and Liapis results are obtained
no-null coefficients are they,, terms. For obtaining them an in- it 4 panel method and Kelvin source; Korsmeyer used a panel
tegral from,u=l—1 to =1 must be made, with a function which ethod with Fourier transform and complex impedance extended
includes theP(u) terms. These terms have a fact@— u?, so o very-low frequencies, while the Hulme's numerical results are
it is more convenient to perform a seminumerical integrat@g., obtained by spherical harmonics but with a rather different deri-
see the Append)x The final result is vation and imp|ementation_
Ajy(w—)=0.570 136 261 148 . . ., 31) In Hulme’s work, the solution for each mode is expressed in
terms of infinite series of spherical harmonics and then it is found
corresponding toAj;(w—©)=0.272220012593, that is, thesolving truncated infinite linear system of equations. Hulme notes
nondimensional coefficient with respect to the hemisphere mabsat its procedure is successful for slow oscillations of the body,
ZmpRS. i.e., smallKa, wherea is the hemisphere radiuhere Hulme’s
notation is employedbut, for high frequencie&a the system is
. . ill-conditioned so, for such cases, the problems are re-formulated
8 Discussion as integral equations whose kernels become smaKas»».
As it can be seen, the solutions to these problems have sorfiais same procedure is also used by Ur§af] and Davis[35]
what different properties according to whether the body oscillatesit, as a rigorous treatment of the surge case involves a significant
in heave(vertically) or in surge(horizontally. On one hand, at amount of mathematical labor, Hulme gives a plausible procedure
Very Low Frequencie$VLF), if the body oscillates in heave its from which the surge-added mass coefficient is approximated as
image moves oppositelisee Fig. 6 so that the two act together
somewhat as @ulsating sourcewhile if the body oscillates in AV, — & as Ka— (32)
surge its image moves in the same directisee Fig. 8 and the 1 Ka '
total effect on the pressure load is the same as fonaizontal with
dipole in an infinite fluid. On the other hand, at Very High Fre-
guenciegVHF), if the body oscillates in heave its image moves in 3> 3
the same directiofsee Fig. 7 so that the two act together some- C;=— > E apl{2n,1;1}; C,o=+ 52 Bnl{2n,1;1},
what as avertical dipole while if the body oscillates in surge its n=1 n=1
image moves oppositelisee Fig. 9 and the total effect on the (33)
pressure load is the same apair of horizontal dipolesoriented [Egs.(5.14—(5.16), p. 460, op. ciii where the terms in the series
in oppositedirections. Furthermore, the intensity of the velocityfor C, andC, decay as 1® and logf)/n?, respectively, so thE,
potentials ', with j=1 (surgg and j=3 (heave, are propor- coefficient is neglected by Hulme and, then, the surge-mass coef-
tional to the source terms of the corresponding governing diffeficient at VHF is assumed equal ta®~C,~0.27323 ...
ential equations which, in turn, are fixed by these pressures loagich is closely related to the present estimate.
As the added mass is proportional to the integral of the fluid |n conclusion, an alternative derivation of the added mass co-
velocity at the surface of the extended body, then the resultiggficients for the heave and surge motions of the unit floating
added mass can be expected to be greater for heave motiomghisphere at very-low and very-high frequencies was shown. As
Very Low FrequenciesVLF) (since its pressure load is alwaysa particular case, the numerical value obtained by the present
positive on the extended surfachan for the surge one at Very procedure for the surge-mass coefficient at very high frequencies
High FrequencieVHF) (since its pressure load has both positivg,, ) is closely related to Hulme'suggestiveone. Other mod-
and negative valugsin any case, the added mass at any fresjing efforts would be focused on its extension to other analytic
quency in heave motion is always greater than in the surge opgdy shapes which can be extended to the upper region as sphe-
(since the displaced fluid is greater in heave than in Suegeitis roids or ellipsoids. These simpler geometries can be used as test
well known from the corresponding plots as functions of the fresases for validation of related numerical codes, as those used in
quency obtained, for instance, by numerical computations, €.8hip-hydrodynamics or fluid—solid interaction.
see Papanikolal27] or D’Elia[28]. A comprehensive analysis of
relations between added masses and sources and doublets are
given, for example, by Ogilvig25] and Landwebef29]. Acknowledgments
The present estimates for the added mass coefficients with reThis work was partially performed with the Free Software
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Appendix

The load in the surge-mode at VHF ish
=singsin #sign{cosd}. The only no-null coefficients are ths,;
terms, that is,

_2n+1 1 jZ’T
" 27 n(n+1)?

sir? de
0

X f sin @ sign{cos#}P}(cosh)singdl,  (Al)

0
introducing u=cos# and integrating inp,

2n+1
n= 2

1 1
— fﬁlvl— u?sign uPr(w)du, (A2)

n(n+1)2

only the even terms are no-nulls, so

= fl(l S0y (A3)
"aen?lo T
integrating by parts,
L >|1+2fl Pn(u)d
D) KIPa(m)lgt2 | wPalpw)dr ),
(A4)
or
2n+1 !
m=———| ~Pa(0)+2 | uPy(w)du|,  (A5)
n(n+1) 0

L . . . . [
which is computed with a seminumerical procedure, for instance,

with Octave[36].
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Characterization of Turbulent Flow in performed by Warholic et al12] and White et al[13], and in

. both studies polymers were used as drag reducing additives. The
a Flume with Surfactant drag reduction in surfactant solution flows exceed Virk’s maxi-
mum drag reduction limif14] for polymers, for relatively low
. concentration$15]. Therefore, these nontoxic and biodegradable
Roi Gurka materials that are also shown to be good drag reducers, have a
Department of Mechanical Engineering, The Johns great potential for many engineering and industrial applications.

Hopkins University, Baltimore, MD, USA
e-mail: gurka@pegasus.me.jhu.edu

Experimental Facility
Test Loop. The experiments were performed in a flume with
Alex Liberzon dimensions of 4.8:0.32<0.1 m, shown in Fig. 1. The entrance

Institute of Hydromechanics and Water Resources and the following part of the flume, up to 2.8 m downstream, were
made of glass. All necessary precautions were taken: the eddies

Management, ETH, Zurich and recirculating currents were dampened by means of narrow

e-mail: liberzon@ihw.baug.ethz.ch slits in the inlet tank(as presented by dotted lines in the Fig, 1
baffles were installed in the pipe portion of the tank, the inlet to

Gad Hetsronit the channel was a converging channel in order to have a smooth

. . entrance, the 0.75 HP, 60 RPM centrifugal pump was isolated
Mult_|phas_,e Flow La_borator_y, Department of Mechanical from the system by means of rubber joints fitted to the intake and
Engineering, Technion, Haifa, 32000, Israel discharge pipes. A flowmeter, with an accuracy of 0.5% of the
e-mail: hetsroni@tx.technion.ac.il measured flow rate, continuously recorded the flow rate. In order
to make the measurement area long enough and to avoid a flow-
depth decrease at the end of the flume, flow restrictorshe

form of an array of cylindepswere placed at the outlet portion.
The working fluid was treated and filtered tap water. A detailed
description of the flume is given if16].

[DOI: 10.1115/1.1845511

Introduction Surfactant Solution. In the present study we used the dilute
solution of Agnique PG 264-U surfactafatiso known as Agrimul
lligs 2062, which is clustered under the alkyl polyglycosides fam-
ily. The surfactant is based on plant-derived chemi¢adsbohy-

ﬁl{ te molecular structuyeit is readily biodegradable, nontoxic,

additives. These surfactants are environmental friendly and, ffnionic, and does not add to the Earth's Oiurden. It has a
addition, they are less susceptible to mechanical degradgjon density of 1070 kg/mhand a dynamic viscosity of 17 kg/m's at
The influence on turbulent flow characteristics could be spectacip”C- The surfactant molecules consist of a hydrophobic and a
lar with only few parts per million of surfactant solution, added t&Ydrophilic part. In water these molecules tend to assemble to
the solvent3,4]. The general belief is that surfactants, like othefggregates called micelles. Above a certain value of concentra-
additives, act directly on the small turbulent scalp$—6] and tion, defined as the critical mlce!le concentration, globular mi-
references therejn celles are usually formed, resulting in drag reductjdi The
The drag reduction effect is due to the modification of the tufritical micelle concentration value for the Agnique PG 264-U is
bulence structure. A significant decrease of the Reynolds stres3@sPPm. A semidilute surfactant solution was prepared by mixing
was observed7], however without a substantial reduction of the®f Agnique PG 264-U with 500 mL of water, heated up to 80°C
rms values of the velocity fluctuations. In addition, the turbulernd stirred for 30 min, then added to the outlet water tank.
kinetic energy production, and the dissipation, were measured agd . .
found to be strongly reduced in the drag reduced figw Most  Farticle Image Velocimetry
researchers have reported an increase of anisotropy for surfactartthe PIV system included a double pulsed Nd:YAG lagEfO
solution flows, characterized by a considerable suppression of thé/pulse, 15 Hzoperating at 532 nm, sheet forming optics, and 8
wall-normal velocity fluctuations. The common agreement is thait, 1024x 1024 pixels, 30 frames-per-second charge-coupled de-
the decorrelation of the streamwisg) (and wall-normal ¢{) com- vice camera. The camera was located 0.2 m under the flume, with
ponents is the main manifestation of the drag reduction effedtnaging axis normal to the laser light sheet, as shown in Fig. 2.
which leads to the reduction of Reynolds stred§dsTheoretical The velocity fields were measured in the streamwise-spanwise
models of drag reduction flows concern the stretching of the polgtane. The laser sheet was located 0.01 m above the bottom,
mers by the turbulent flow in certain areas, and consequential fiRich is equivalent toy " = 80 (the friction velocity was estimated
local viscosity changes, as the major mechanisms of drag rediffthe streamwise-wall normal plane p7]). The time separation
tion (see review irf{4]). N _ _ between the two laser pulses was adjusted according to the mean
Recently, the influence of the additives was investigated expestreamwise velocity value and was equal to<2073 s. Hollow
mentally by using motion pictures of dye injecti¢@], real-time glass spherical particles with an average diameter of Ain7and
hologram interferometry10], and dye visualizatiopl1]. The re- 5 density of 1100 kg/fy were used for seeding. The calibration
searchers found an increase in the spanwise spacing of ow-Spgfgtedure and the PIV cross-correlation analysis were performed
streaks and decrease of “bursting events” in drag reduced flows, singinsiGHT 5.10s0ftware[18]. In all the cases an interroga-
In the present research, we investigated experimentally the infliy area of 3 32 pixels with 50% overlapping was used. The
ence of the nonionic, biodegradable, nontoxic surfactants, on t@,yia| resolution of the camera was 86 per pixel, and the field
turbulent flow in a flume, by means of particle image velocimetnt ey was approximately 80 mm80 mm. The analysis pro-
(PIV) [19]. Similar experimental studies with PIV were recentlyy,,ced about 3000 vectors per map, filtered by using standard me-
dian and global outlier filters. About 5% of the erroneous vectors
!Corresponding author. were removed during the post-processing analysis. The statistical

Contributed by the Fluids Engineering Division for publication in ticeJBNAL ; . . . . B
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering DivisionanaIySIs was based on 50 image pairs, resulting in 50 two

January 13, 2003; revised manuscript received July 27, 2004. Review conducted@)?.mpo_n.ent YelOCity vector fie'ds for each experimental case. The
M. Plesniak. acquisition time of each experiment was 504%3 s.

Drag reduction in turbulent flow, by low concentrations of poly
mers, is well known since the publication on the phenomenon
Toms[1]. Recently, biodegradable surface active agésusfac-
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Fig. 1 Schematic drawing of the experimental facility

Results and Discussion and the spanwise directions are normalized with the water height,

The influence of the surfactant solution on the turbulent flof) A_rrows,repr,esent the two-component fluctl_Jatlng velocity vec-
field is demonstrated by means of the comparative results for wr field, u’—w’. The colors emphasize the high- and low-speed
ter and drag reduced flow. The results were compared for the safa@ons: The blue stands for fluctuating streamwise velocity which
flow-rate velocityU ,= Q/A, whereQ is the flow rate and\ is the IS higher than the ensemble averaged velocity field, and red is for
cross-sectional area of the flow. All the experiments were cofi® low speed regions. A negative value corresponds to a high
ducted for a constant flow rate of 5%&0 3 m3/s, which is SPeed region, since the positixds defined from left to right and
equivalent toU,=0.2 m/s and Re=Uh/»=20,000, whereh is the positivez direction is from the bottom to the top. The effect of
the water height, and is the kinematic viscosity of the water. ~Surfactant is shown qualitatively in Fig. 3, where one can observe

Figure 3 presents the two ﬂuctuating Ve|0city fields: of Waté‘\/eaker streamwise Ve|0C|ty ﬂUCtUatlonS, than in the solvent coun-
flow (left) and of the flow with surfactartright). The flow direc- terpart.
tion is from top to bottom, and the coordinates in the streamwise The average root-mean-square value of the streamwise velocity

fluctuations, calculated ag,,.=\(u'?), is shown as the probabil-

ity density function in Fig. 4. The rms of the streamwise fluctua-
-i’-— tions of the surfactant flow is reduced, as compared to that of
water. This result shows the effect of the surfactant, which sup-
presses the turbulent activity. This result is in a good agreement

¥ Flow
3 _z——>/)
z = with the literature(e.g.,[6] and references therginNote that the
Laser sheet ﬁ
cCcD

rms values are compared as they are normalized by means of the
flow-rate velocityU,, which is the constant quantity in this ex-
periment. Since the profile is altered as a part of the drag reducing
effect, the mean streamwise velocity), calculated as the en-
semble average of the PIV realizations at some constant wall nor-
Flow mal locationy, is not appropriate for the normalization.

- The s_patial ch_aracteristics are shovv_n throug_h two-point spatial
f correlation functions. The autocorrelation function of the stream-
v

T wise velocity fluctuations along the streamwise axis is defined as
Ruu(X) =(u(x,z)®u(x+Ax,z)) and along the spanwise coordi-
nate R,,(z) =(u(x,z)®u(x,z+Az)). The autocorrelation func-

tion R,y (X), shown in Fig. 5, clearly demonstrates that the surfac-
I:l Nd:YAG

— Optical array

tant additive does not change the longitudinal length scale. In
contrast, the spanwise correlation, statistically demonstrates the
effect of the modification of the spanwise structure. In the case of

Fig. 2 Schematic view of the PIV configuration and the optical water flow, the transversal correlatidﬂ’fu(z) crosses the zero

setup
i 1
g _ % 08
"'(I - % W .E.".I 0.8
il M o4
] 02
" 02
b 5 0.4
6
ikl 0.8
! Sl : il -
0.25 0.5 0.75
z/'h
Fig. 3 The fluctuating velocity field in the streamwise-spanwise plane of
the water flow (left) and the flow with surfactant (right). The gray scale
represents the values of the streamwise velocity fluctuations in cm s ~1.e.,
—1<u’'slcms™?})
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Fig. 4 PDF’s of the uy,s/U, for water (circles ) and surfactant
(squares ). ur’ms(x,z)=((u(x,z)—(u(x,z)))2) and the PDF is rep-
resenting the spatial distribution of the rms values, normalized

by the flow-rate velocity U, .

It is known that polymers, in addition to the scale modification
effect, strongly decrease the one-point correlations between the
streamwise and the wall-normal fluctuating velocities. In the
present study we present comparative experimental results of the
Reynolds stress component{(u’w’), summarized in Table 1.
The first two rows in the Table 1 demonstrate the so-called “deco-
rrelation” effect of u’ andw’ velocity components. The magni-
tude of the Reynolds stress more often approaches zero: The av-
erage value is the one order of magnitude smaller, and the
distribution of values is les®.g., standard deviatipnin addition,
the distribution for water flow includes larger values of the Rey-
nolds stresgnormalized by the square of the flow-rate velogity
shown by maximum values: i.e., 0.05 for water and only 0.03 for
surfactant solution. The most important difference between water
and surfactant solution flows is apparently the skewness factor,
that emphasizes the fact of the decorrelation. This is consistent
with the PIV results obtained by Kawaguchi et [@0], in which
the influence of surfactants was investigated in the streamwise-
wall normal plane in a channel flow. Since the strong suppression
of the Reynolds stress takes place without substantial reduction of
the turbulent fluctuationg.g., Fig. 4, we might conclude that the
reduction is, for the most part, due to the decorrelation of the
velocity components, which is in agreement with the previous
results([6] and references thergin

Table 2 presents the turbulent energy production term in the

axis, corresponding to the anticorrelation of the positive and neggsatic energy balance equation,(u’'w’)S,,. The effect of the

tive velocity fluctuation values. In contrast, the functief,(z) in

surfactant on this quantity is even more pronounced, as production

the case of flow of surfactant solution, shows that the distanggaches lower values, compared to water flow, and the skewness
between high- and low-speed regions increases. This result isd@tor changes the sign from the positiies., productive to the
good agreement with the experimental results of Warholic et glegative sign. The result implies that in addition to the decorrela-

[12] and Oldaker and Tiedermaal].

19 : :
o Ry, (z)
c R:u(z)
-0~ R, (2)
- R.(2)
0'5 L. .. y
3
&
0

Fig. 5 Two-point (auto)correlation function R, of the stream-
wise velocity along the streamwise  x and spanwise z coordi-
nates, for water (circles and plus symbols ) and for surfactant
(square and triangular markers ), respectively.

tion between the velocity fluctuations, the surfactant reduces the
momentum transfer and the kinetic energy production. Similar
results are presented by Wei and Willmaf@i], in which the
LDV measurements were performed in a channel flow with poly-
mer additives. They showed a dramatic reduction of the turbulent
kinetic energy production in the—y plane, in a wall region be-
tween 46<y*<200. The mean rate-of-strain component in the
streamwise-spanwise plane is definedSgg=(du/dz + dw/ix )

and in the production it represents the energy contribution of the
large scale motions. This leads to the conclusion that the signifi-
cant decrease of the turbulent energy production is not solely due
to the decrease of the Reynolds stress, neither due to the decrease
of the rate-of-strain component itself, but it is associated with an
additional decorrelation effect. This effect was previously re-
ported, but only by DNS results of den Toonder et{ 22], where

the effect of polymer additives was investigated by using the
“dumb-bell” model.

Summary

The drag reducing effect of a surfactant additive from the alkyl
polyglycosides family was investigated experimentally. In the
present study, PIV measurements were done to investigate the
turbulent flow in the streamwise-spanwise plane of a flume at
y* =80, in the buffer zone, where about 80% of the energy pro-

Table 1 Statistical properties of the Reynolds stress —(u'w'")l Ué.
Statistics Maximum Minimum Average Std. dev. Skewness
Water 0.05 —0.035 0.35x10° 3 0.0045 0.93
Surfactant 0.03 —0.035 0.35x10 4 0.0032 0.003

Table 2 Statistical properties of the turbulent energy production term

—(u'W')Sy,1U5.

Statistics Maximum Minimum Average Std. dev. Skewness
Water 2x10°* -1.8x10°* —0.21x10°¢ 0.1x 1074 0.21
Surfactant 1.4x1074 —1.1x10°* —0.06x10°8 0.06x10°* —-0.27

1056 / Vol. 126, NOVEMBER 2004

Transactions of the ASME

Downloaded 03 Jun 2010 to 171.66.16.153. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



duction takes place. The influence of the surfactant solution on th&3] Ohlendorf, D, Inherthal, W., and Hoffman, H., 1986, “Surfactant Systems for

; : _Drag Reduction: Physico-Chemical Properties and Rheological Behaviour,
turbulent flow and its structure is presented by means of the cor Rheol. Acta.26, pp. 468—486.

relation and the probability density functions. The biodegradable ) gyr, A., and Bewersdorff, H.-W., 1995, “Drag Reduction of Turbulent Flows
surfactant was shown to be an efficient drag reducing solution. = by Additives,” Fluid Mechanics and its Applicationluwer, Netherlands.
The results support the explanation of the mechanisms responsiblél Nieuwstadt, F. T. M., and den Toonder, J. M. J., 2001, “Drag Reduction by
for the drag reduction, reviewed kﬁ@] The qualitative and quan- Addltl\{es: A Rewevy, Turpulence Structure and Modulatipedited by A.
o Soldati and R. Monti, Springer, NY, pp. 269-316.
titative results, that demonstrate the effect of the surfactant ar%] Tsinober, A., 2001An Informal Introduction to Turbulen¢éluwer, Nether-
summed up as follows: lands.
. . . . L . [7] Warholic, M. D., Gavin, M. S., and Hanratty, T. J., 1999, “The Influence of a
* The analysis of the fluctuating velocity and its distribution =~ prag-Reducing Surfactant on a Turbulent Velocity Field,” J. Fluid Me8B8
suggest that the fluctuations in the drag reducing flow are pp. 1-20.
decreased:; [8] Tsinober, A., 1990, “Turbulent Drag Reduction Versus Structure of Turbu-

« The Reynolds stress is suppressed more than the rms of the 'Segﬁﬁéerst,'\‘“ft‘;ﬁ ;’;;”;gﬁ'ence and Drag Reductioedited by A. Gyr,
streamwise veI(_)city fluctuations, and this effect is considered ] ponohue, G. L., Tiederman, W. G., and Reischman, M. M., 1972, “Flow
as a decorrelation effect; Visualization of the Nearwall Region in a Drag-Reducing Channel Flow,” J.

e The turbulent kinetic energy production term in the  Fluid Mech.56 pp. 559-57.

. . IR P 0] Achia, B. U., and Thompson, D. W., 1977, “Structure of the Turbulent Bound-
streamwise-spanwise plane diminishes, similar to the knowtt ary in Drag-Reducing Flow,” J. Fluid Mech8L, pp. 439464,

effect in the streamwise-wall normal plane. [11] Oldaker, D. K., and Tiederman, W. G., 1977, “Structure of the Turbulent
Boundary Layer in Drag Reducing Pipe Flow,” Phys. Flui@§, pp. S133—
Nomenclature S144.
. . . [12] Warholic, M. D., Heist, D. K., Katcher, M., and Hanratty, T. J., 2001, “A Study
X,y,z = Streamwise, wall normal, and spanwise coordi- with Particle-Image Velocimetry of the Influence of Drag-Reducing Polymers
nate, respectively, m on the Structure of Turbulence,” Exp. Fluid3l, pp. 474-483.

n_[13] White, C. M., Somandepalli, V. S. R., and Mungal, M. G., 2004, “The Turbu-

u,v,w = Instantaneous streamwise, wall normal, and spa
U ! ' p lence Structure of Drag-Reduced Boundary Layer Flow,” Exp. Flugdspp.

wise velocity components, respectively, m/s 62-69.
U,V,W = Ensemble average velocity components, m/s [14] Virk, P. S., 1971, “Drag Reduction in Rough Pipes,” J. Fluid Mect5, pp.
u’,v’,w’ = Fluctuating velocity components, m/s 225-246. o o
" — Root | f the fluctuati [15] Myska, J., and Chara, Z., 2001, “The Effect of a Zwitterionic and Cationic
Ums = ROO -me_an-squar_érms) value 0 € fluctuating Surfactant in Turbulent Flows,” Exp. Fluid80, pp. 229-236.
streamwise velocity, m/s [16] Hetsroni, G., and Rozenblit, R., 1994, “Heat Transfer to Liquid-Solid Mixture
Q = Flow rate, m/s in a Flume,” Int. J. Multiphase Flow20, pp. 671-689.

_ _ " ; ; ; [17] Liberzon, A., Gurka, R., and Hetsroni, G., 2004, “XPIV—Multi-Plane Stereo-
UCI - E|O¥|V rate Ve|OCIt)I/1 per unit length‘ tlhe ratio of scopic Particle Image Velocimetry,"l Exp. Fluid36(2), pp. 355-362. ]
the flow-rate and the cross-sectional area, M/S  [1g] TS| Inc. nsieHT™ 5.10 PIV Evaluation Software002, TSI Inc., Shoreview,
h = Water level, m MN.
SUW = Mean stress tensor Component in the streamwise-[19] Raffel, M., WiII_ert, C. _E., anq Kompenhans, J_., 19%8rticle Image Veloci-
spanwise plane 1/s metry: A Plractlcal GuideSpringer-Verlag, Berlln: )
b [20] Kawaguchi, Y., Segawa, T., Feng, Z. P., and Li, P. W., 2002, “Experimental
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Effects of Gas Content in Fluid on ered as a constant in the past resef®:h0]. However, in fact, the

fluids in the oscillation chamber contain air, water, and vapor.

Oscillating Frequencies of Self-Excited They cannot be treated as a single media. It should belong to
i i two-phase flow of gas and liquid. The sound speed in the oscilla-

Oscillation Water Jets tion chamber has different characteristics from the single phase

flow, hence would influence the oscillating frequencies.

Yiyu Lu * The purpose of this work is to investigate the sound speed in
_mail- ; ; the shear layer in the oscillation chamber and effects of gas con-

e-mail: Luylyu@hotmail.com tent in fluid on oscillating frequencies. This is achieved by the

theoretical computations and experiments.

Xiaohong Li

e-mail: xhLi@cqu.edu.cn
2 Sound Speed in Shear Layer

Education Ministry’s Key Lab for the Exploitation of The motion of disturbance wave in the shear layer satisfies the
Southwestern Resources & Environmental Disaster Contf@ntinuity equation and momentum equation:
Engineering, Chongging University, Chongging, gu gu|  dp
400044 P.R. China b @
2 (on)+ = (A =0 @
i —(p —— (pmUA) =
Lin Yang gt ax e
e-mail: YangLin1970@hotmail.com where u is velocity of disturbance fluidp-pressure,t-time,
Zhuzhou Institute of Technology, Zhuzhou, Hunan, A-section area, anfly=pn(p) = apg+(1—a)p is mean density
412008 P. R. China of the mixture.ps-gas densityp,-fluid density, andx-gas content
T in the fluid.
Solving Egs.(1) and (2) with neglecting the square terms re-
sults in:
[DOI: 10.1115/1.1839925
#p 1 P(pmA) @)
ax? Ao at?
1 Introduction whereAy,=A(p=0) is the section area of the mixture fluid when
The unsteady flow in and near cavity-type geometries, whi¢fere is no disturbance. Equatiéd) can be expressed as:
belongs to a basic class of flow susceptible to self-excited oscil- #p 1 p
lations, occurs in a variety of applications such as slotted-wall —== (4)
wind and water tunnels. Despite the diversity of types of cavity axs - a® dt
oscillations, several common features can be observed. Accordifjgee
to the inducement cause of self-excited oscillations, Rockwell an
Naudaschef1,2] categorized self-excited oscillations into three 1 1 |d(pnA)
groups:(a) fluid-dynamic;(b) fluid-resonant; andc) fluid-elastic. 2o A | do (5)
It is necessary to investigate the characteristics of self-excited a 0 P oo
oscillations in flow in order to utilize or avoid the self-excited e,
oscillations in practical engineering situation.
Morel [3] experimentally studied a jet-driven Helmholtz oscil- 1 | 1 d(pnA) [ 1dpy, 1dA 1 1
lator. The amplitude of pressure oscillations may reach values of >~ , A ™ dp 0_ Pm d_p+ Adp p:o_K_m+ D

up to 5.6 times the jet dynamic pressure. Johnson, Conn and CHaod p= ©)
hine [4,5] developed self-resonating jets. Their comparative test-
ing had shown that self-resonating cavitating jets can cut rock aR@writing Eq.(6) results in:
perform underwater cleaning more effectively and efficiently than

either conventional jets or nonresonating cavitating jets. Liao, _ 1 7

Tang, and Shef6-8] explored the relationships between struc- a= 1 1 ™

tural parameters of the device of self-excited oscillation jets and Pl — + —

its amplitude and frequencies. They designed the self-excited os- ™Ky, Dp

cillation pulsed nozzle for oil well jetting drilling. The penetration

rates and the footages of the bits have been increased by u H)ere

50% and 15%, respectively, over the rates for similar bits with dp dp

conventional jet nozzles. K=o 752~ " quiv (8)
The oscillating frequencies of water jets, which directly influ- PmiPm

ence the cavitation intensity and erosive ability of water jets, are dp

related to the chamber structure and water jet paramétdrs D’“:dA/_A 9

Fluid in the oscillation chamber was generally treated as a single ‘ _ . ]
media and the sound speed of pressure perturbations was congits sound speed in fluidpmo=pm(p=0) is the density of the
mixture fluid when there is no disturbance avids the mixture

*Correspondence to: Mr. Yiyu Lu, College of Resources and Environmental sé/uid volume. o ) )
ence, Chongging  University, Chongging, 400044  China; Email: The control volume in Fig. 1 is taken in the form of a small

LUYIYU@HOTMAIL.COM; Telephone: 86-23-65106640, Fax: 86-23-65106640. Cy|inder with |engthA|_ and section area A. Then the Change in

Contributed by the Fluids Engineering Division for publication in ticeJBNAL P :
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering DivisionV0|ume of |IC]UId (AV') in the control volume can be expressed

October 31, 2003; revised manuscript received July 7, 2004. Associate EditPProximately using the definition of bulk modulus of elasticity of
Georges L. Chahine. liquid (K)):
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Fig. 1 Schematic of self-excited oscillation nozzle.
1—upstream nozzle, 2—mixture fluid boundary, 3—oscillation
chamber, 4—downstream nozzle, 5—impinging edge
Ap
Kl - AV| (10)
(1—a)AAL
Ap
AV,=—(1—-a)AAL (12)

Ki

3 Effects of Gas Content on Oscillating Frequencies
of Self-Excited Oscillation Water Jets

Figure 1 shows a schematic of a self-excited oscillation nozzle.
The self-excited oscillations of the flow emerging from the cavity
will be strongly influenced by the chamber geometry. Assuming
thatn vortices are traveling simultaneously between the inlet and
exit sections, the pressure disturbance wave arriving at the up-
stream face of the chamber, in order to induce optimum vorticity
fluctuations, would have to travel upstream the lengtbf the
chamber at the sound speadthus one hagl1]

. n
=771 1\ a7)

Ll —+—
a, a_

wheref is oscillating frequency and is mode number of fluid
dynamic oscillation §=1,2,3...). a, anda_ are the down-
stream and upstream propagation speed of pressure disturbance
waves respectively.

Preliminary analyses of the characteristics of shear layer insta-
bility have shown that the selective amplification of unstable fluc-
tuations in the cavity shear layer is not related to the amplitude of
original fluctuations, Mach number and Reynolds number, but de-
pendent on the dimensionless frequencies—Strouhal nurSper,
[1,2]

= (18)

Whenp=10 MPa, it is reasonable to assume the sound spésd

where Ap is the change in pressure caused by pressugihe same order as the original velocity of water jets as there

perturbations.
In the same way, the change in volume of gas/() in the
control volume can also be expressed as:

is some gas in the fluids. In this situation, the velocity of water
jets should not be neglected in determining the upstream and
downstream propagation speed of unstable fluctuation waves.
Then

Ap
AV,=—aAAL 12
9 K (12) a,=a+ug (19)
whereKg is the bulk modulus of elasticity of gas. a_=a— U
Now, using Eqs(10—(12) in Eq. (8), K,,, becomes ) .
Using Egs.(17) and(19) in Eqg. (18), f andS; become
K= Ap = al (13) n(a®—u3)
" (AV, T AV)IV . fomo (20)
l-at+ta— 2al
Kg
Assume that there is some gas in the mixture fluid and is com- _“(az_U3) 21)
pressed isothermally, then T 2au
Kg=p (14) Equations(15) and (20) in a nondimensional form can be ex-
Solvi : pressed as
olving Egs.(7) and(13) for a results in
/
Ki/pm a*=3=\/ i (22)
a= \/l—a+K|/Dm+aK|/p (15) a, 1—a+K|/Dm+aK|/p
Equation(15) shows that the sound speed in the shear layer is n(a®-ug)
relevant to gas content, pressurep, mixture density and fluid f 2al a Uua, a 2pa
boundary characteristics in the oscillation chamber. This is differ- f*= T Tha  a 2a a 2a (23)
ent from the usually used formula by previous researchers: 0 % 0 &g 0 pag

(16)

- /dp_\/ﬁ
%= Ndp~ Vp

Variations of dimensionless sound spe&t dimensionless fre-
quency f* and Strouhal numbe® with gas contenta for the

in which the effects of gas and liquid boundary in the fluids wermode number if=3) and two pressuregp& 10 MPa, 15 MPa

neglected.

The bulk modulus of elasticity of the mixture flui,, is related

are illustrated in Fig. 2.
As shown in Fig. 2, the increase of gas contein fluids in the

to the bulk modulus of elasticity of liquid and gas in the mixtur@scillation chamber leads to the decrease of the sound speed

and gas content. The inflation modulus of mixture fluid bound- the oscillating frequencies. Especially when the gas content is
ary D, is related to the chamber structure, fluid velocity andelatively small, the sound speed and oscillating frequencies de-
pressure, etc. In the closed oscillation chamber, the density arédase rapidly. For the same gas content, the sound speed and
modulus of elasticity of mixture fluid are different from a singleoscillating frequencies increase with water jet pressure increase.
media. The sound speed in the oscillation chamber cannot be céis-mentioned above, the sound speed in the shear layer is relevant

sidered as a constant.
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to the bulk modulus of elasticity of the mixture and fluid boundary
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Fig. 4 The principal frequency of the pressure fluctuations fp
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Fig. 2 Variation of dimensionless sound speed  a* and Strou-  tjonal to the flow rateQ, of the sucked airQ, is used to express
hal number S, with gas content « for the same mode number  the gas content to investigate the variation of the principal fre-
(n=3) and two pressures  (p=10MPa, 15 MPa) quency of the pressure fluctuations with gas content and verify
whether the experimental results have the same type of trends that
the theory predicts in Fig. 2.
characteristics in the oscillation chamber, and the bulk modulus off the gas produced by cavitations in the fluids is neglected,
elasticity of gas is much smaller than that of liquid. Even venhe gas content in the fluids can be calculated by the following
little gas in the fluids would affect the pressure fluctuation wavgquation:
significantly.
_
4 Experimental Facility and Procedures @ Qi+ Qq
A schematic of the components contained in this facility arg . | |
shown in Fig. 3. An air hole was drilled in the oscillation chambe Experimental Results
wall and a flowmeter, which was used to measure the air volumeThe gas content was changed by adjusting the ball-valve to
sucked in by self-excited oscillation water jets, was connected ¢bange the flow rate of sucked air in the chamber. And the corre-
the air hole. Air volume was controlled by a ball-valve connectesponding principal frequencies of the pressure fluctuatidg} (
with the flowmeter. The flow rates of air and wat®(andQ;) were obtained by analyzing the pressure spectrums with a Fast
flowing in the nozzle were measured by the flowmeters. The présurier Transform routine. Figure 4 shofys/f,, versus gas con-
sures of water jets were measured with pressure transducers &md «. f,, is the principal frequency of the pressure fluctuations
frequency analyses of pressure fluctuation were done utilizingadien Q= 0.
Fast Fourier Transform routine. The flow rate and pressure wereAs shown in Fig. 4, increasing the gas content decreases the
found to have measurement error less than 3% and the uncertapiycipal frequencies of the pressure fluctuations, and the princi-
of fluctuation frequencies was estimated to be smaller than 15%al frequencies of the pressure fluctuations increase with the pres-
The schematic of the self-excited oscillation nozzle is shown Bure increases. The experimental results showed the same type of
Fig. 1. Major dimensions were as followB;=1.8mm, D/D; trends as the theoretical results.
=8, L/D,=2.4, D,/D,=1.2 and diameter of air holed
=4 mm.
It is impossible to directly measure the gas content in the shegr conclusion
layer. However, since air is sucked in through the ball valve and ) ] ] o
flows out with the jet through the outlet, according to the mass Theoretical and experimental investigations have been con-

continuity, the gas content in the shear layer should be propéucted on the effects of gas content on the oscillating frequencies
of self-excited oscillation water jets. The conclusions are summa-

rized below. The sound speed in the shear layer is relevant to gas
content, pressure, the bulk modulus of elasticity of the mixture,

(24)

ball valve e stool target mixture density and fluid boundary characteristics in the oscilla-
tion chamber.
Howmeter nozle (1) The increase of gas content in fluids in the oscillation
pressure chamber leads to the decrease of the sound speed and the oscil-
l lating frequencies. Especially when the gas content is relatively
— small, the sound speed and oscillating frequencies decrease rap-
idly. For the same gas content, the sound speed and oscillating
frequencies increase with water jet pressure increase.
(2) Experimental results showed the same trends as the theo-
retical results.
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